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Background:

❑ Example 1: Crowdsourcing

❑ Example 2: Multi-task Learning

❑ Example 3: Multi-view Learning

Label Inference:

❑ Learning Goal

❖ Infer the true label of  each item

❑Main Principle

❖ Tensor Completion 

Heterogenous Learning:

❑ Problem Setting

❖ Learn a prediction function               , using the crowdsourced labels.

❑ Classifier Ensemble

❑Main Principles

❖Multi-task Learning:
➢ Tensor Rank Minimization

❖Multi-view Learning:
➢ Worker Consensus & View Consistency + Feature Sparsity

Crowd Teaching:

❑ JEDI Teaching Framework

❑Main principle

❖ Trade-off  between teaching usefulness and teaching diversity
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❖AdJustable

❖Exponentially

❖Decayed Memory

❖Interactive Crowd Teaching
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