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Abstract. This paper suggests a method for predicting the Economic Uncertainty 
Index in the Equity Market by analyzing social media data from Reddit. The pro-
posed framework includes various custom pre-processing and analytics tech-
niques, such as BERTopic for identifying latent topics and regularized linear 
models. Using this framework, this study conducts a sophisticated descriptive 
and explanatory analysis of a vast collection of Reddit posts about personal fi-
nance. The research provides valuable insights into Reddit’s discussion topics 
and their ability to forecast economic uncertainty accurately. Overall, this study 
highlights the potential of explainable deep learning and social media data to en-
hance economic decision-making and forecasting. 
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1 Introduction 

Social media platforms have become an invaluable source of information for studying 
various social, economic, and political phenomena in modern society [1–3]. By analyz-
ing the content of social media posts, we can gain valuable insights into the attitudes, 
behaviors, and concerns of a wide range of internet users. For example, social media 
data has been previously leveraged to examine investors’ sentiments toward public 
stocks and market indices [4, 5]. Social media data has also been studied to characterize 
individual and organizational outcomes such as consumer behavior and firm equity 
value [6, 7]. In a similar light, social media data can be considered a vital source of 
information for economic policymakers and financial analysts. This paper specifically 
explores the potential of using social media data to forecast economic uncertainty. We 
focus our interests on the Personal Finance subreddit and develop a framework for 
analyzing and predicting economic uncertainty. Through a series of experiments, we 
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demonstrate the effectiveness of our approach and identify key topics that influence 
prediction performance. 

To assess economic uncertainty, we model the Economic Policy Uncertainty Index 
(EUI) introduced by Scott Baker, Nicholas Bloom, and Steven Davis [8] as a regression 
problem. This study aims to investigate the relationship between public sentiment and 
the EUI. While previous studies relied solely on parsing news articles or social media 
posts, this study uses Reddit discussions as a richer source of information that captures 
the shift of the public’s concerns. Understanding the relationship between the social 
media discourse and EUI variations can contribute to research on predicting economic 
trends, benefiting macroeconomists, policymakers, firms, and investors.   

Our study used Reddit conversations discussing personal finance from late 2021 to 
mid-2022 to predict future economic uncertainty. We present three contributions: (1) a 
new dataset containing more than a million Reddit posts focusing on personal finance 
issues, (2) a unique deep learning method to extract topics from Reddit for modeling 
economic uncertainty, and (3) identification of topics whose daily volume on social 
media platforms may predict future economic uncertainty.  

2 Background 

The EUI index is based on the idea that newspaper text searches can provide valid 
proxies for economic and policy conditions, particularly in countries with limited data 
sources or earlier periods. The authors showed that the EUI could effectively capture 
economic uncertainty stretching back several decades [8]. In particular, Equity Market-
related Economic Uncertainty Index is a type of EUI that explicitly measures the level 
of uncertainty in the market. Increased levels of economic uncertainty can result in 
heightened volatility in the market, as investors may be more hesitant to make decisions 
in an uncertain environment. Therefore, tracking the EUI can provide valuable insights 
for economists and financial analysts, helping them make more informed decisions 
when it comes to investing and trading. 

Social media platforms are rich with information about individual, organizational, 
and social behavior across time and geographies. Studies have examined causal and 
associative links between social media and stock market uncertainty [9–11]. Studies 
have also extracted timely economic signals beyond social media, such as newspaper 
articles, to improve forecasts of macroeconomic variables, such as inflation and unem-
ployment [12, 13]. An economic policy uncertainty index was also proposed by using 
a select set of Twitter accounts whose tweets are considered to reflect an expert opinion 
on economic policy issues [14]. Reddit is a discussion forum with users focusing on 
detailed conversations based on recent events and news articles [15]. Previous research 
has either focused on microblogging platforms like Twitter or analyzed the macroeco-
nomic indicators with news articles. Our study is the first to explore and model the 
possible link between social media conversations and EUI using interpretable deep 
learning methods. 

In our study, we explore the use of social media data to predict economic uncer-
tainty. Selecting an appropriate data source is crucial, and after reviewing publicly 
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available data repositories, we found that Facebook and LinkedIn were unsuitable due 
to their emphasis on personal and business networking rather than public broadcasts of 
socio-political opinions. While Twitter is commonly used for opinion-sharing, its con-
versational nature makes it challenging to collect large amounts of data on a specific 
topic. In contrast, Reddit posts are typically longer and more descriptive, making them 
a more suitable data source for our study.  

Literature in personal finance indicates a relationship between economic conditions 
and individual financial success [16], and reciprocally, it is hypothesized that personal 
financial decisions and concerns may be reflected in the overall economic conditions, 
and this subreddit’s large and active community can provide us with valuable insights 
into this relationship. Therefore, we selected the “Personal Finance” subreddit as our 
data source, given its focus on topics related to budgeting, saving, investing, and retire-
ment planning, which we believe may be linked to broader economic issues. This sub-
reddit has 17.1 million users and is the twenty-second largest subreddit on Reddit, mak-
ing it a valuable data source for our study. 

3 Data processing 

From November 23rd, 2021, to June 25th, 2022, we leveraged the Python Reddit API 
Wrapper, ‘PRAW’ [17], to scrape the posts and replies within the “Personal Finance” 
subreddit at one-hour intervals. This resulted in a data set spanning 215 days. The data 
set consists of features including Submission_Id, Reply_Id, Submission_title, Author, 
Date, Vote, and Text. The Submission_Id and Reply_Id will be the same for the main 
post, while the remaining features pertain to the corresponding submission or reply. 
Note that we experienced inconsistencies in the collection process due to internet and 
API outages on December 30th, 2021, and February 3rd, 2022, resulting in gaps in data 
extraction. A summary of the raw data is shown in Table 1. 

Table 1. Data Summary 

Total Records     Total Tokens Daily Avg. # 
Users 

Daily Avg. # 
Records     

Daily Avg. # 
Unique Posts 

1,228,571 71,316,874 2,717 5,714 455 

We performed multiple steps of data cleaning to prepare the dataset for modeling. 
These steps included removing documents with fewer than ten tokens, which tend to be 
less informative, eliminating all stop words and web links, dividing long documents 
into sentence-level units, and ensuring that no records contain more than 500 tokens. 
The resultant corpus contained 1,028,333 sentences, with an average word count of 
42.57 per sentence. 

We first identified topics across reddits (i.e., Reddit posts), using BERTopic [18], a 
deep learning method for topic modeling, described in detail in the next section. To 
determine the relationship between the identified topics in “Personal Finance” and the 
future value of EUI, we computed the EUI for a period of n days after the reddits were 
posted. We consider three values of 𝑛 in our study, one, three, and seven, to compare 
the different potential lagged effects of topics on economic uncertainty predictions. To 
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account for endogeneity in the model, we include the following covariates in our model 
- day of the week, month of the year, and level of user activity at the time each topic 
was posted. The user activity level is measured by the daily number of conversations 
captured from the subreddit forum and the number of active users on that given day. 
The data was collected over 215 days, resulting in 215 observations used for training 
and validation. 

4 Methods 

In this section, we provide details of our method framework. 

4.1 Topic Extraction 

BERTopic is a topic modeling method based on word embedding [19] and transformer 
technologies [20]. It builds upon legacy topic modeling methods such as Latent Di-
richlet Allocation (LDA) that are designed to extract coherent topic representations by 
identifying explicit relationships between words or phrases in the text [21]. In contrast, 
BERTopic generates document embeddings using pre-trained transformer-based lan-
guage models after reducing the dimensions and clustering of the embeddings to gen-
erate topic representations using a class-based variation of the term frequency-inverse 
document frequency (c-TF-IDF) procedure [18]. c-TF-IDF can best be explained as a 
TF-IDF formula adopted for multiple classes by joining all documents per class, and it 
can be seen as the importance scores for words within a cluster. It has been shown to 
generate coherent topics and compete with other classical and more recent topic mod-
eling approaches across various benchmarks. Identifying the optimal number of topics 
using metrics such as perplexity or coherence [22] can be computationally intensive. 
Therefore, we propose comparing model configurations’ performance with different 
topic counts with our framework. 

4.2 Feature Selection 

The BERTopic method can potentially identify thousands of topics from text like Red-
dit discussions. In our model, each topic is considered as an input feature. Therefore, 
feature selection becomes necessary to develop a meaningful model for economic un-
certainty. The Least Absolute Shrinkage and Selection Operator, i.e., Lasso, is a popu-
lar regularization-based feature selection method [23]. Lasso accomplishes variable se-
lection by shrinking insignificant predictor variables’ coefficients to zero, particularly 
in high-dimensional data. 

4.3 Cross Validation 

While the Lasso helps eliminate features that do not contribute to characterizing the 
outcome, the method can still result in a large number of unranked features. Therefore, 
to gauge the external validity of topics as predictors, a machine learning model such as 
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the random forest regressor is trained using N-fold cross-validation to derive feature 
importance rank. These features can then be included in the multimodal model de-
scribed in the following sub-section or used as the final predictive model.  

Fig. 1 summarizes our proposed framework for using topics to measure and predict 
future economic uncertainties.  

 

Fig. 1. Method Framework for Determining Economic Uncertainty Using Reddit Text 

5 Analysis 

Following the raw data generation, data processing, and feature engineering described 
in the data section, we applied our method framework to develop an explainable model 
over the Reddit dataset for economic uncertainty forecasting. For the topic modeling 
step of our framework, we generated sentence embeddings using the pre-trained model 
all-mpnet-base-v2 from SentenceTransformers [24], reduced the embedding dimen-
sions using the UMAP procedure [25], clustered the documents using the HDBSCAN 
method [26, 27] and finally derived the topic representations using the c-TF-IDF 
method [18]. Note that the base method of BERTopic [18] offers the flexibility to 
change the components of our framework to any widely used software (i.e., K-means 
can be used instead of HDBSCAN for clustering, PCA can be used for dimension re-
duction instead of UMAP, etc.). Our choices of methods were based on interim exper-
iments conducted toward improving our overall model’s performance. 

We aggregated topic groups for each date to analyze the daily topic frequency. How-
ever, computing optimal topic numbers based on perplexity was computationally chal-
lenging using BERTopic. We compared model performance using fixed topic numbers 
of 10, 30, 50, 100, and 200 to address this. Additionally, we used the default clustering 
algorithm to generate 2504 topics automatically, resulting in six datasets for analysis. 
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We conducted experiments with six sets of data and three future periods of EUI, leading 
to 18 model combinations for comparison. Due to the large number of features (up to 
2500+), we used the Lasso method to select contributing predictors for the input feature 
set. Next, we trained a Random Forest Regressor with default parameters in Python’s 
scikit-learn package using 10-fold cross-validation for the feature ranking step in our 
framework. We used Symmetric Mean Absolute Percentage Error (SMAPE) to evalu-
ate the accuracy of our predictions. SMAPE is a suitable metric because it treats both 
positive and negative errors symmetrically and favors over-forecasting, which aligns 
with our objective of presenting conservative projections. The percentage scale of 
SMAPE is easy to understand and resistant to the influence of extreme values.  

The results of topic modeling are shown in Table 2. The estimators with the most 
topics yield the best in predicting the EUI one day after the posts were made, with an 
average SMAPE of 45.65% and a standard deviation of 1.19%. We performed feature 
selection using Lasso and found that combining the best performance resulted in a final 
count of 194 selected features, representing approximately 92.27% of the total number 
of features being filtered out. We also do not see a linearity between the number of 
topics and the model performance, and thus we moved forward with the topics gener-
ated from the default method in the remaining experiments.  

Table 2. Cross Validation Results – SMAPE 

Num. of Topics 1-day after 3-days after 7-days after 

10 topics 49.20 ± 4.80 53.46 ± 2.41 53.98 ± 2.01 

30 topics 49.64 ± 5.42 54.04 ± 0.78 52.81 ± 2.21 

50 topics 49.52 ± 1.76 54.32 ± 3.65 54.42 ± 5.07 

100 topics 50.22 ± 0.49 52.42 ± 0.32 53.40 ± 3.06 

200 topics 49.50 ± 5.79 51.50 ± 2.68 52.16 ± 2.52 

2504 topics 45.65 ± 1.19 50.53 ± 1.84 50.93 ± 3.59 

We implemented permutation importance to measure the importance of selected fea-
tures concerning EUI one day after posts are made with the help of a Python library 
called Eli5 [28]. Permutation feature importance is a model evaluation method that can 
be applied to any fitted estimator with tabular data, which is particularly useful for non-
linear or complex models. It is defined as the decrease in model performance, measured 
by evaluation metrics like F1 or R2 when a single feature value is randomly shuffled 
[29]. By disrupting the relationship between the feature and the target, the decrease in 
model performance reflects the extent to which the model relies on the feature. The 
output from Eli5 is known in the literature as “Mean Decrease Accuracy (MDA)” or 
“permutation importance” [28]. Fig. 2 displays the permutation importance for the top 
10 topics after 100 iterations with 10-fold cross-validation. 
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Fig. 2. Permutation results for the top ten features 

6 Discussion and Conclusions 

Our framework shows the best performance in predicting EUI scores one day after the 
posts or replies on the “Personal Finance” subreddit, based on SMAPE metrics. The 
data set with the most topics automatically optimized by the BERTopic algorithm out-
performs other datasets in five out of six instances. The Lasso algorithm successfully 
filters out 92.27% of the total features, and we identified ten topics that have the most 
significant impact on the next day’s EUI scores after conducting permutation analysis.  

Following the findings from Fig. 2, we dive into the details and analyze the topics 
contributing to the predictions. The topics are manually categorized into the following: 
Retirement Investment Options (Topic 0), Rental Property Management (Topic 19), 
Stock Market (Topic 30), Land Use and Development (Topic 54), Accounting and Tax-
ation (Topic 74), Pension Planning and Management (Topic 82), Buying and Selling of 
Financial Products (Topic 158), Medical Billing and Collections (Topic 233), Social 
Security Benefits (Topic 272), and Alcoholic Beverages Consumption (Topic 318). The 
listed topics are often related to financial stress and insecurity. For instance, an increase 
in discussions about renting or leasing could suggest that people are unable to afford 
home ownership, having issues with on-time payments, or seeking alternatives for 
housing, which potentially indicates economic strain. Similarly, increased discussions 
about tax-related issues may indicate that people are facing financial challenges or un-
certainty and seeking professional financial planning and management assistance. Pen-
sion management, medical billing and collections, and social security benefits are often 
related to financial insecurity in the context of healthcare, employment, and retirement. 
An increase in the volume of such conversations is likely to reflect increased economic 
uncertainty and financial insecurity among the people discussing them. Conversations 
over buying and selling financial products and stock markets are also the core topics as 
people’s behavior is influenced by their perception of current and future economic con-
ditions. The topic of alcoholic beverages may be indicative of the level of personal 
economic stress and well-being because individuals who are experiencing financial 
stress may turn to alcohol as a means of coping with their financial problems. Therefore, 
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when conversations over these topics pile up in the subreddit, an individual’s perception 
of the current and future economy is captured. 

The proposed framework presents a practical approach for collecting data, identify-
ing key topics, and predicting future EUI scores. However, the current implementation 
has limitations with respect to its forecasting capabilities. Due to the inherent time se-
ries nature of EUI, using a Random Forest Regressor with N-fold cross-validation may 
potentially result in data leakage issues. To address this limitation, future work will 
focus on incorporating traditional time series models and deep neural networks as al-
ternative forecasting methods. By doing so, we hope to better account for the temporal 
nature of the EUI scores and potentially enhance the accuracy and robustness of our 
predictions. In addition, the proposed framework will be enhanced by integrating the 
selected topics as additional regressors to improve its overall design. These develop-
ments will pave the way for more accurate and reliable predictions of EUI scores and 
inform policymakers with more explainable and interpretable insights derived from the 
sentiments embedded in social media. 

It is essential to clarify that our study does not claim any causal relationship between 
the topics and the EUI. Instead, our focus lies in the predictive aspect. We observe that 
individuals share financial and economic-specific issues on the forum, and the senti-
ments expressed in their posts often result from various social or economic events. 
While individual cases may not carry significant predictive value, aggregating similar 
topics and sentiments can be indicative and predictive of a potential shift in future eco-
nomic trends. In summary, the posts on the forum do not cause changes in the EUI, but 
they can reflect in advance the possibility of such changes. Our study emphasizes pre-
diction rather than establishing causal links. 

Our study proposes a framework to predict the Equity Market-related Economic 
Uncertainty Index using data from the “Personal Finance” subreddit. We conducted 18 
modeling experiments with varying numbers of topics and future EUI scores. The best 
estimator was found to be the one with 2504 original topics generated by BERTopic 
for predicting EUI one day after posts and replies were made. Retirement investment, 
social security benefits, renting, pension, medical bills, etc., were found to be the top 
topics influencing prediction performance. Our study suggests that the volume of posts 
on these topics can indicate economic fluctuations and online special-interest groups 
may have insights into future economic conditions. 
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