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» Given a group of social media posts, dimensional with redundant features that may A =
classification model to predict the labels o the curse of dimensionality. .
online social media posts. “* In spite of users’ idiosyncrasies, they also Experimental Results
— Q@ share common attributes and behaviors. » Two real-world datasets crawled from Twitter:
OCla edla ros 9) o< @ . . . . ]
mr “* Bullying victims and perpetrators are Xu. et.al and Authors with the sizes of 3095
» Limitations of existing approaches: influenced by peers, and the influence from and 20000 respectively:.
¢ A generic binary classification model for all users can be diverse. e Baseline methods
users which fails to capture the unique % Text classification models: k-NN, linear
£ evberbullvine behavi The Proposed Framework .
aspects of cyberbullying behavior. SVM, Random Forest, Nearest Centroid
** Existing works ignore the patterns of * Key 1deas: «» Existing cyberbullying detection models:
similarity in bullying behavior and *» Besides the global model, the proposed Bully (2012) and SICD (2017)
victimization .w.lthm ado.lescent peer groups. framewo.rk 3.115.0 learns a personalized model » Comparison Results
¢ Target: MOdel ldlo Syncratlc Ch&fﬂCt@flSthS O for eaCh 1nd1V1dual' Table 1: Performance comparison of various methods w.r.t. different percentages of training data.
users and quantify the peer influence from “* The framework includes a peer influence aases | rarat | Ao | et | ahars | xaerat | awars | Fuaral. |
similar users to facilitate cyberbullying component to extrapolate information from sision | PRGSO o076
detection like-minded users, s =T R S S
* Social media posts are: * Framework * Effects of different components

o
(o]

‘:‘ MaSSive, ShOrt and nOisy sonali -P-G-Gil[j;lGH[:]Pl-Bully - {-IP-GG?DL;(;M:]P]-BUM -
¢ Sparse and high-dimensional ' 8. = _| Il
s Without formal forms

fed

o
(&)

o
[l

\l

»

© o ¢
© w» © o e g ©

(&)

Classification Performance
(@]
~l
(@]

Classification Performance

- -[THTHNT/

0.6
20% 40% 60% 80% 20% 40% 60% 80%

Percentages of training data Percentages of training data

(&)

Challenges

* Three challenges of personalized learning for
cyberbullying detection: o
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