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We describe an expanded, second iteration of a study to explore how human-AI 

cooperation may be impacted by the belief that data used to train an AI system is 

racialized, that is, was trained on data from a specific racialized group of people. 

Understanding how the racialization of AI systems may impact the way people 

interact with them during tasks is important, given both the ubiquity of those 

systems and the sustained impact of systems of racism on societies. Despite the 

continued anthropomorphization of AI systems, the potential impact of racializa-

tion is understudied. During this study, participants completed a human-AI co-

operation task and completed a survey questionnaire afterward. Similar to the 

first iteration of the study, statistical analysis of the task behavior revealed a sta-

tistically significant effect of the self-identified race of the participant, as well as 

the interaction between this self-identified race and the treatment condition (i.e., 

the way in which the agent was racialized). Additionally, we’ve constructed an 

initial cognitive model of the task, that will allow us to have a cognitive-level, 

process-based explanation of the results found from the study. 
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1 Introduction 

Understanding how the racialization of AI systems may impact the way people interact 

with them during tasks is important, given both the ubiquity of those systems and the 

sustained impact of systems of racism on societies. Despite the continued anthropomor-

phization of AI systems, the potential impact of racialization is understudied. An im-

portant aspect of this racialization is the way sociocultural structures may be cognitively 

represented by people to result in the development and persistence of racism, some-

times viewed through the lens of implicit biases. These biases can affect perceptions 

and satisfaction and impact cognitive processes and behavior when interacting with AI 

artifacts. Several such cases have been demonstrated in studies highlighting shooter 

bias [e.g., see [5] and [7], where the White participants were quick to shoot the Black 

targets. Another study from [6] has shown that racial stereotypes impact how consum-

ers interact with anthropomorphic AI agents, with different racialized AI bots being 

perceived and treated based on existing stereotypes. In a study conducted to see if peo-

ple trust partners from different races, [8,11] also found that participants placed higher 

trust in partners who shared the same self-identified race. Given the ubiquity of AI 
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systems and that an AI system may be explicitly racialized or implicitly associated with 

Whiteness (e.g., as argued by [3]), it is important to continue to study how systems of 

racism interact with an increased prevalence of human-AI interaction. 

 

Research from the previous iteration of this study showed how the racialization of an 

AI agent could affect behavior during a human-AI cooperation task [1].  In that study, 

Atkins et al. [1] found that participants’ self-identified race interacted with how the AI 

agent was racialized (i.e., the AI agent was said to have learned by observing data  from 

a particular racialized group of people) to ultimately impact their performance while 

cooperating with an AI agent during a modified version of the Stag Hunt task [4] called 

Pig Chase; this task was inspired from Pig Chase by the Microsoft Malmo Collabora-

tive AI Challenge [14]. Here, we describe the results from an expanded version of that 

study that included participants from a wider range of self-identified racial groups (i.e., 

beyond White and Black), and treatment conditions that included pictures of racialized 

individuals (which presumably added a more explicit visual phenotypical racial associ-

ation to the AI agent). 

2 Methods 

2.1 Participants 

The participant sample included over 950 participants, all recruited through Prolific.co. 

Participants were paid $10 for their participation. Prolific’s automatic participant filters 

were used to specify participants’ demographics for their self-reported race and being 

from and located within the United States to achieve a balanced set of people who iden-

tified as “Black/African American”, “White/ Caucasian”, or [“Asian”, “Mixed”, or 

“Other”]. 

2.2 Design 

The participants were asked to play the pig chase game with an AI agent for fifteen 

trials. The participants could either trust their companion, an AI agent, and decide to 

catch the pig for a higher reward or could exit for a lower reward.  

 

Each participant was placed into one of seven possible treatment groups where they 

were told that the AI learned by observing behavior of people who identify as a certain 

racial category or a control condition that didn’t mention race: 

1. Black or African American, with one of two possible pictures displayed for 

reference (these pictures were obtained from the Chicago Face database [2] 

and different one was used for each treatment condition). 

2. Black or African American, but with no picture shown.  

3. White or Caucasian, and with one of two possible pictures displayed for ref-

erence (these pictures were obtained from the Chicago Face database [2] and 

different one was used for each treatment condition). 

4. White or Caucasian, but with no picture was shown.  
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5. Didn’t mention race and was told that AI was trained by observing people’s 

behaviors without any race-specific details or pictures.   

 

Like the previous experiment run by Atkins et al. [1] the AI with which participants 

interacted was not trained on human behaviors and instead used an A* algorithm to 

select actions (where to go) on the map. Individual task-related behaviors, such as keys 

pressed, reaction times, and score were collected for each round during the task. 

2.3 Procedure 

Participants began the experiment through Prolific and were assigned a treatment con-

dition using Prolific.co. They then were directed to a Qualtrics page that included spe-

cific instructions for the game and details of their randomly assigned treatment condi-

tion. They were informed that the first three trials in the study were for practice to help 

them understand the game. Additionally, they were told to exit through the rightmost 

gray square on the eighth trial to ensure they were paying attention.  

 

After reading the instructions, participants were redirected to play the game hosted 

through Pavlovia.org, where they controlled a blue, triangular game piece and collabo-

rated with an "AI-controlled" yellow, triangular game piece to catch a pink, circular 

game piece representing a pig (as shown in Fig. 1). All pieces were on a 9x9 grid but 

could only move within a 5x5 area, which was blocked by red square tiles. Each move 

on the green squares deducted 1 point from the score. 

 

Fig. 1. A screenshot displaying the starting position of the game for each trial. 

 

Participants could score points in two ways: by working with the AI to catch the pig or 

by exiting through the gray squares on either side of the board. Each trial began with 

the human-controlled piece in the upper right corner, the AI in the lower left, and the 

pig in the center, as shown in Fig. 1. If participants worked with the AI to catch the pig, 

they earned 25 points. This required surrounding the pig, so it had no valid moves. 

Alternatively, they could choose to exit through the gray blocks for 5 points. 

 

After participants completed all 15 trials, they were redirected from Pavlovia to 

Qualtrics to answer five qualitative questions about their actions in the experiment. The 

questions included, “Did you think the AI agent was using a certain strategy to play the 
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game? If so, could you explain it?”, “Generally, how did you choose your own behavior 

during the trials?” and were asked to “Rate the level of intelligence the AI exhibited 

during the experiment:” using a slider with the leftmost value representing “no intelli-

gence” and the rightmost value representing “very intelligent”, followed by  "How did 

the way the AI agent (yellow triangle) was trained affect your behavior during the tri-

als?" and lastly, "How/When did you decide to use the exit block instead of trying to 

catch the pig on any given trial?" 

3 ACT-R model 

We have developed an initial cognitive model of behavior during the task to begin to 

understand the cognitive processes and knowledge mediating behavior during the Pig 

Chase task. We used the ACT-R cognitive architecture to develop this model due to its 

strong theoretical foundation in human memory and the potential importance of 

memory to the task treatment (i.e., associations related to racialization.)   

 

3.1 ACT-R architecture 

The ACT-R cognitive architecture [9], contains functional modules for visual, aural, 

vocal, perception, motor functions, and declarative memory, all of which are linked to 

a procedural memory system. The procedural memory system uses procedural memory 

represented as productions that encapsulate knowledge on how to perform specific 

tasks. Buffers within ACT-R serve to as a form of communication between any given 

module and the procedural memory system, with the contents of these buffers at any 

given time reflecting ACT-R’s current state. The procedural memory system is driven 

by a pattern matcher that identifies the production that most closely aligns with the 

current state of the buffers (or the environment). 

 

 

Fig. 2. Depicting the ACT-R modules that were used in our model. 
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3.2 Architecture of the model 

The pig chase game for the study was coded using JavaScript and used socket commu-

nication to interact with ACT-R server on a designated port [13]. The game positions 

were sent to the visual module in ACT-R, which used production system and other 

modules like goal module, imaginal module and declarative module to come up with a 

move that can be taken, which is communicated back to the interface with the help of 

motor module. Fig. 2 shows an architectural overview of the communication process. 

3.3 Model Implementation 

For this model we used a basic strategy that was heavily reliant on the imaginal module 

to keep track of visual locations and choose rules accordingly. There could be several 

other strategies that rely on different modules. The current model was run 150 times to 

collect the scores. Within the model, there are over a hundred production rules that use 

the other modules for a decision-making strategy. The hidden utility module helps form 

better associations between which rule needs to be chosen under a given condition.  

 

The execution of the model begins with an empty goal buffer, which proceeds by trying 

to locate the pig, and both the agents on UI. After locating these game pieces, the model 

chooses two possible directions based on their specific location. Once these directions 

are chosen, the next step is to assess if the position ahead is blocked based on the current 

orientation of the ACT-R agent (the blue triangle). The flow diagram for these rules is 

displayed in Fig [3]. 

 

Fig. 3. Showing the flowchart of actions used by the model 
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The possible moves based on the orientation are: 

a) If the path ahead is blocked by a path blocker (red square) or AI, the agent 

chooses an alternative direction.  

b) If the path ahead is blocked by a pig, it means the pig is found. 

c) If the path ahead is an exit, the agent exits. 

d) If the path ahead is not blocked by anything, it moves in that direction and 

continues its pursuit of finding the pig. 

4 Results 

The results are based on a two-fold analysis: a quantitative analysis based on partici-

pants' scores and a qualitative analysis based on answers to the survey questions at the 

end of the experiment. 

 

4.1 Task Performance 

The participants scored points in trials 67% of the time and exited through the desig-

nated block only 12% of the time, exhausted their steps 21% of the time, and timed out 

only 1% of the time, indicating the game was taken seriously with an objective to score 

points. This remained consistent with the treatment-wise statistics where the partici-

pants in all treatment groups captured the pig 60-70% of the time and chose to exit 9-

12% of the time and did not score in the remaining trials. Although we observe con-

sistency with respect to catching the pig, the number of steps taken to catch the pig 

affects the scores secured by the players. A greater number of steps taken will lead to a 

lesser score. While the ACT-R model captured pigs 85% of the time, exited 3% of the 

time, and exhausted 13% of the time. 

 

 

Fig. 4. Method of scoring for all treatment groups for all demographics in all Treatments. 
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After cleaning the data, we removed records with duplicate IDs, multiple attempts leav-

ing us data from 939 participants. We then removed the outliers for every treatment by 

calculating the z-score and removing records based on the score field where the abso-

lute value of the z-score was greater than 3. This removed a total of 4 records from the 

939 records. For the 935 records as displayed in Table 1, a two-way ANOVA was used 

to test the effect of the factors, treatment group, and demographics of the participants 

on the cumulative score. The assumptions to support the validity of ANOVA were con-

ducted to test for Normality using the Shapiro-Wilk test. The homogeneity of variances 

was verified using Levene’s test. Followed by a two-way ANOVA on the treatment 

group and participant demographic. 

Table 1. Distribution of participants in treatment groups. 

Treatment Black/African American White/Caucasian Non-White 

B1 47 48 48 

B2 46 47 44 

BNP 46 44 43 

Control 42 48 43 

W1 44 48 44 

W2 47 45 32 

WNP 42 47 40 

 

The results for treatment X demographic showed a statistically significant effect of par-

ticipant demographic F(2,935) = 6.85, p<0.005, and treatment X demographic  

F(2,935) =2.22, p < 0.01 but not treatment F(2,935) =1.66, p=.12 indicating an impact 

of demographic on the scores obtained.   

 

 

Fig. 5. Showing average cumulative scores for the experiment after excluding initial and atten-

tion trials. 

4.2 Qualitative data 

We analyzed the responses to the survey questions to gain insights behind the decision-

making strategies of users. We categorized the data into seven labels, out of which 

trends observed in three labels are discussed here. 

AI cooperated with Human: Compared to other demographics, Black participants be-

lieved AI cooperated with them in all treatment conditions. White participants reported 
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that AI cooperated better in Black treatments than in White treatments. Non-White par-

ticipants believed AI cooperated better in B2, Control, and all White treatments. 

 

Fig. 6. Percentage-wise categorized responses in all treatment groups for all demographics. 

AI not intelligent: A small fraction of Black participants in treatment conditions B1, 

B2, W1, and WNP reported that AI was not intelligent. White participants, in a some-

what higher proportion, believed AI to be lacking in intelligence in B1 and, to a lesser 

extent, in W2, Control, and BNP. Non-White participants reported a relatively higher 

fraction in W2 and smaller in B2, BNP, and Control. 

AI Worked against Human: Except in the B2 treatment condition, Black par-

ticipants believed AI worked against them more in other black treatment groups 

and the control group as compared to those participants in the White treatment 

groups. For White participants, the order from highest to lowest fraction of AI 
worked against Human can be seen in B2, followed by Control, W1, and less 

in B1, BNP, W2, WNP. Non-White participants on an average believed AI 

worked against them higher in Black treatment groups and less in White treat-
ment groups and did not work against them in control treatment group. 

4.3 Discussion 

Trends observed from Black participants: From Fig. 4, we can see that Black par-

ticipants tried to capture the pig higher in White treatments than in Black treatments 

which explains why the scores are higher in White treatment groups as shown in Fig. 

7.  Their average perceived intelligence for all treatment groups is in the range of 55-

60 indicating, a similar view of the “intelligence” of the AI agent despite differences 

seen in performance between treatment groups as shown in Fig. 7. From qualitative 

analysis in Fig. 6, we can also observe that they tend to believe more that AI cooperated 

with them, which conforms to their perceived intelligence of the AI agent. 

Trends observed from White participants: The perceived intelligence of the AI agent 

by White participants was relatively high in treatments where they played with a per-

ceived Black AI agent when no picture was displayed (BNP). This was in direct 
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correlation with higher mean scores achieved by players. However, from Fig. 6, we can 

see that participants believed AI co-operated better in W2 than in BNP indicating a 

potential bias against Black treatment conditions. 

 

Fig. 7. Depicting the estimated intelligence of AI agents and average scores of the participants. 

Trends observed from Non-White participants: From Fig. 6, we can see that they 

believed AI cooperated better in White and control treatments, than in Black treatments. 

They also perceived that AI was not intelligent higher in Black treatments compared to 

White treatments and believed AI worked against them mostly in Black treatments. 

5 Conclusion 

The initial ACT-R model, based on the strategy of observing the pig’s movement, 

scored higher points compared to the average participant’s performance. This suggests 

that the strategy used by the ACT-R model is different from that of the players. There-

fore, the model needs further development to understand the potential strategies used 

by the participants during the game. Additionally, this model did not consider treatment 

effects, which also should be accounted for in the future models. 

 

    Our findings, similar to those in Atkins [1], reveal distinct behavioral patterns that 

suggest the influence of racialization, particularly in relation to the self-identified race 

of the participant. The data from our experiment also suggests that White participants 

did not perceive AI as intelligent compared to other demographics. Interestingly, Black 

participants performed well in White treatments, indicating that racialized treatment of 

AI agents did not affect their behavior. However, this was not the case for Non-White 

and White participants.Despite receiving a higher score on the Black No Picture treat-

ment, White participants did not think AI cooperated better than the other White Picture 

2 treatment, which also recorded a higher score. This indicates how knowledge of ra-

cialization may affect how participants perceive AI, something that is not clearly visi-

ble. Additionally, Non-White participants showed a higher negative correspondence to 

Black treatments. They believed AI did not cooperate as much and was not as intelligent 

and worked against them more in Black treatments than in Control or White treatments. 
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Existing tasks such as the Implicit Association Task (IAT) [12] may prove useful for 

obtaining additional data on implicit biases particular participants show and how those 

biases are related to behavior at an individual level [10]. A fine-grained analysis to 

survey questions might reveal more insights into participants' decision-making. 
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