A Model of Memory and Emotion Mechanisms
Underlying the Continued Influence Effect*

Alexander R. Hough! and Othalia Larue?

1 Air Force Research Laboratory, Wright-Patterson AFB, OH 45433, USA
2 Parallax Advanced Research, Beavercreek, OH 45431, USA

Abstract. Human cognition is efficient, but vulnerable to misinforma-
tion and influence. An example is the continued influence effect (CIE),
where misinformation has a lasting effect even after presentation of cor-
rections/retractions. Experiments addressing the CIE produced memory-
based (i.e., episodic and mental model updating) explanations, however,
models are scarce. We recently developed a cognitive model of the CIE
focusing on encoding and navigating memory, and were able to approxi-
mate and fit human behavior. Here, we extended the model by including
basic affect mechanisms (whether positive/negative and its intensity)
that allow affect to be associated with words to influence the strength
(i-e., activation) of specific memories. The extended model provides a
better fit and demonstrates how the CIE emerges from memory and
emotion processes. We discuss relevant literature, present results with
model comparisons, and discuss challenges to address in future research.

Keywords: Continued influence effect - cognitive modeling - ACT-R -
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1 Introduction

Humans can successfully exploit regularities in the environment using heuris-
tics [14], but they can also lead to biases and systematic errors [18]. Heuristics
are developed in “benign” or stable/predictable environments and are vulner-
able in “hostile” environments where cues are misleading [19]. They could be
exploited to mislead or influence [27]. One example is the continued influence
effect (CIE), where misinformation has a lasting effect on decisions after cor-
rections/retractions [16, 20]. We start by presenting the first-ever computational
cognitive model of the CIE that focused on memory [15]. Then we extend it by
adding basic affect (positive/negative and intensity) capabilities so affect can be
associated with words and information sources to influence the strength (i.e.,
activation) of memories. This allows testing of previous explanations and leads
to a better understanding how memory and emotion interact in the CIE.
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the official guidance or position of the United States Government, U.S. Department
of Defense, U.S. Air Force, or any subsidiaries or employees.
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1.1 The Continued Influence Effect

CIE research often presents two articles about a narrative: the first contains
misinformation and the second has a correction. Corrections reduce, but do not
eliminate behavior consistent with misinformation [6,8,16]. The CIE is robust
and can only be reduced by 50% through mitigation [20]. This is concerning
as experiments involve ideal situations where corrections or retractions reach
everyone and closely follow misinformation.

Explanations of the CIE focus on episodic memory, where memory cannot
be erased but rather re-activated or associated with other information [31]. This
may lead to errors from competing memory activations [2,12], recency effects
[9], or familiarity-based fluency [11,29]. People also rely on easier-to-access in-
formation [18] and corrections may reactivate some elements of misinformation
through repetition, making it more “available”. Research also suggests that ini-
tial presentation of misinformation leads to a coherent mental model that does
not accommodate later corrections [31,16, 20].

Another important consideration is emotion, which can influence information
processing and memory. Correcting misinformation may create feelings of dis-
comfort contributing to the CIE [28] and may be exacerbated when corrections
are less coherent [20]. Higher emotional responses are associated with increased
belief in fake news [21] and spread of misinformation [3]. Emotional experiences
are more accessible [7] and remembered better [33], but may be less accurate
[23]. People often rely on emotion associated with information [13], which may
carry more weight than experience in certain contexts [24]. People attend more
to negative information and losses [4], which is better remembered [30] and more
easily recalled [32]. A recent article [25] mentioned we need to better understand
how emotion influences memory related to misinformation.

Our understanding of the CIE is limited. Research produced some mixed
results and no computational cognitive models exist to thoroughly test hypothe-
ses. Here, we focus on two needs recently expressed by experts in the field [10]:
1) understanding the interplay between cognition, social, and emotional factors,
and 2) an overarching theory and model including these factors, and spanning
from individuals to groups. We start addressing these needs by extending the
first ever cognitive model of the CIE [15] with basic affect mechanisms. We fo-
cus on general mechanisms, which can be used to predict and simulate human
behavior, and assist in identifying mitigation strategies.

2 Cognitive Model

The CIE model was implemented in ACT-R [1], which is a hybrid cognitive archi-
tecture with symbolic and sub-symbolic structures. There are perceptual-motor
and memory modules representing systems of the mind. Perceptual-motor mod-
ules enable perception of stimuli, actions like pressing buttons, and goal directed
behavior. The declarative memory module represents facts as chunks in long-
term memory, and a sub-symbolic component determines their availability. The
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procedural module represents knowledge about how to do things, represented
as condition-action rules. Behavior is represented as a series of rule firings that
change the state of the model. In the following section, we describe how ACT-R
declarative memory and affect mechanisms can simulate the CIE.

2.1 Declarative Memory and Core Affect Mechanisms

The literature suggests the CIE involves competition between misinformation
and corrections. In ACT-R, declarative memory captures this competition through
chunk activation. A chunk is comprised of slot/value pairs and is the basic unit
of declarative memory. Each chunk has an activation value corresponding to the
probability and speed of its retrieval in a given situation [1]. A chunk’s activa-
tion, A;, is a function of the: 1) base level term, B;, representing recency and
frequency of chunk use, 2) spreading activation, \S;, dividing activation among
related chunks, 3) partial matching, P;, allowing retrievals of imperfect matches,
and 4) noise term, ¢;, representing variability in memory. Here, we only use B;,
€;, and add two terms (V; and Ar; as well as, aw and vw their respective weights),
which we explain later. The base level term, B;, is important for opposing dy-
namics of learning with experience and forgetting across time: n;, is the number
of times chunk 7 has been used or retrieved, ¢;; is elapsed time in seconds since
the ;' retrieval, and d € [0,1] is a decay parameter:

A; = B+ S;+ P+ e€;+ (vw*x V;) + (aw* Ar;) B; =log thjd (1)
j=1

Chunks are retrieved based on retrieval cues (i.e., a slot or value) and can
compete when several chunks possess the same cue. The chunk with the highest
activation (i.e., was created with a higher base level activation and/or was used
frequently) would be more likely to be retrieved. Base level activation at creation
can represent the weight or value of information. However, it does not include
emotion, which can make emotional memories more accessible [7] and/or easier
to recall [33]. Recent research inspired by the core affect theory of emotion [26],
laid the initial groundwork for incorporating affect into the ACT-R declarative
memory system [17]. Core affect focuses on feelings underlying emotion using
two dimensions: valuation (positive or negative) and arousal (magnitude). A
module was developed [17] to compute valuation, V;, and arousal, Ar;, which
affect chunk activations through the activation equation. The current valuation
of chunk 4 at the j*® use is based on its previous valuation V;(j — 1) and the
difference between the previous valuation and current reward R;(j) multiplied
by a valuation learning rate av. Arousal is the absolute magnitude of valuation
and represents the importance of a chunk:

Vi) = Vi(G = 1) + av[Ri(j) = Vi(4 — 1)] Ari(j) = abs(Vi(j) (2)

Valuation and arousal are updated each time a chunk is referenced within a time
window over which to update the valuations. This differentiates core-affect learn-
ing from utility learning where rewards are used as boundaries. Valuation and
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arousal can also be used as retrieval cues. They directly affect chunk activations
and affect memory dynamics. For instance, a chunk with associated negative
affect could have greater activation and this effect could persist over time and
affect decision-making despite the accumulation of conflicting evidence.

2.2 Model Description and Processes

The CIE model used six declarative memory parameters. The first four were
based on default or recommended values and the last two were set higher than
recommended to prevent an endless loop of retrievals (See [15] for more detail):
1) Retrieval threshold (changed from 1 to default of 0), that restricts which
chunks can be retrieved based on activation, 2) base-level activation constant
(lowered from 10 to 2.5), 3;, 3) base-level decay (.5), d, 4) activation noise (.25),
€;, ) declarative finsts that sets number of items marked as retrieved, and 6)
declarative finst span that sets the time items remain marked. We did not in-
clude partial matching, P;, or spreading activation, S;, terms from the activation
equation (equation 1). The initial CIE model (Modell) focused on retrievals and
changes in chunk activation based on declarative memory dynamics (e.g., decay
and frequency of use) to capture the competition between misinformation and
corrections. The extended CIE model (Model2) included core affect mechanisms
influencing activation through the activation equation. Model2 used five valua-
tion parameters: 1) valuation weight (2), 2) valuation alpha or learning rate (1),
3) valuation time window (.5), 4) arousal weight (1), and 5) initial chunk valu-
ation (1) (see [17] for additional details). In addition, there were two additional
features added during the formation of chunks and during recall to capture the
differential weighting of information based on affect associated with words and
source trust/credibility. For affect associated with words, we leveraged an exist-
ing dataset that included valuation and arousal values for 20,000 words [22]. The
current implementation of core affect uses rewards to update both valuation and
arousal terms in the activation equation. Our initial reward value emphasizes
negative affect based on the research with emotion and memory. The reward for
each word is calculated by subtracting valuation (0-1) from 1 and multiplying
by arousal. This gives a higher number for negative information and lower for
positive. For source trust/credibility, we leveraged the trust/credibility ratings
included with the human data [5, 8] and scaled them for activations.

We developed the model with both simplicity and generality in mind so that
we could explore datasets and address challenges with modeling the CIE. Most
CIE experiments involve participants reading narratives about event scenarios
that include misinformation and corrections, then they answer questions that of-
ten include a combination of open-ended recall, inferences, and ratings of beliefs
in misinformation and corrections. The model has two main processing stages:
it "reads” narrative information for scenarios that were parsed into word pairs
(i.e., predicates) via a separate language model and manual generation (see [15]
for more details), then it gives a summary of each scenario after navigating the
relevant knowledge representation. Figure 1 shows processes (blue rectangles),
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conditions (yellow diamonds), and flow of behavior (arrows). We use a combi-
nation of this answer and the activation of chunks in memory to approximate
specific questions in experiments.

For the reading stage, the model directs visual attention to find, attend,
and read (i.e., encode) word pairs. The model attempts to retrieve word asso-
ciations in memory and if not possible, it creates a new chunk containing the
word pair (and associated affect for Model2). After reading all scenarios, the
model prepares a summary for each scenario. The model navigates its men-
tal representation through a chaining process. It completes an open recall for
a chunk (retrieve-scenario-info), then finds all associated chunks through back-
ward (find-chain-root), parallel (find-parallel-chain), and forward (start-forward-
chain) chaining and encodes them (Model2 reactivates affect here). Once all re-
lated chunks are recalled, it repeats the process until all chunks for the scenario
have been retrieved. The model then starts the answer process (dotted line ar-
rows) by completing an open recall for the most active chunk and finding the
most active chain it belongs to (skips parallel chaining). This chain is then given
as the summary answer (see additional details in previous paper [15]).

3 Initial CIE Task [8]

We used a CIE task from the literature [8] to develop the initial model [15]. The
CIE task [8] used one narrative that included both misinformation and a cor-
rection. Corrections included source information and were used to manipulate
credibility (low and high) and trustworthiness (low and high). Participants com-
pleted: 1) a recall question and inferential reasoning questions relating to each
scenario, and 2) belief ratings for misinformation, and correction on a 10-point
scale (not at all-very strong). We previously approximated the recall question and
belief rating results across six scenarios [15]. We focused only on memory mech-
anisms and did not include source manipulations. Here, we extend the model by
including emotion mechanisms and attempt to capture source manipulations.
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Fig. 2: Misinformation belief ratings and chunk activations for scenarios (a) and
source conditions (b) for human and model data. Error bars are SEM.

3.1 Results

We simulated 50 participants for the memory only (Modell) and extended model
with core affect (Model2). Common model fit statistics (e.g., likelihood function)
are not possible for models implemented in the ACT-R architecture. Instead,
correlations are used for fit to trends in the data and root mean squared error
(RMSE) for the average difference. We place more weight on RM SE for fit, be-
cause data has to be grouped (sometimes arbitrarily) for correlations. We faced
challenges approximating misinformation scores [15], which are a composite of
open-ended and inference questions that require some language understanding
and composition. They remain a challenge for cognitively plausible models. Here,
we only present belief score approximations and model comparisons across sce-
narios and source conditions.

Belief scores were given on a 1-10 scale and were approximated by averaging
chunk activations for misinformation and corrections after memory navigation.
For comparisons, we normalized belief ratings and activations. We first fit sce-
nario data (Fig 2a) by collapsing source manipulations and organizing the human
data into scenarios. This first comparison does not include source information,
so differences between models are due to the addition of core affect mechanisms
and affect associated with words. Model2 with core affect had a lower average
difference with the human data, RMSE, r(10) = —0.07,p = 0.89, RM SE = 0.09,
compared to Modell with only memory, r(10) = —0.53,p = 0.28, RMSE = 0.12.

Next, we report belief rating model fits across source conditions: 1) low
expertise/trust (LELT), 2) low expertise/high trust (LEHT), 3) high exper-
tise/low trust (HELT), 4) high expertise/high trust (HEHT), and 5) highest
trust/expertise (HEHT+). Note that Modell was included as a baseline, but
it had no mechanisms to deferentially weight source information. Only Model2
could interpret source information by associating affect based on trust and cred-
ibility ratings from [8]. For this comparison (Fig 2b), we included affect associ-
ated with source information only. Model 2 had a lower average difference with
the human data, r(8) = 0.98,p = 0.004, RMSE = 0.06, compared to Modell,
r(8) = 0.88,p = 0.052, RMSE = 0.08.
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Fig. 3: Difference from control in misinformation claim agreement for prebunks,
debunks, and source (NS or S). Error bars are SEM

4 Second CIE Task [5]

We used a second task to assess whether the CIE model(s) could fit additional
datasets and conditions. The task [5] includes presenting a correction article be-
fore (i.e., prebunk) or after (i.e., debunk) the misinformation article. Corrections
either did or did not include source information. There was also a control without
corrections. Participants answered questions about agreement with claims (mis-
information), credibility of corrections, and intention to engage in discussion.
Here, we focus on the agreement with claims and use their method of correction
effectiveness. They used the control as a baseline and calculated the agreement
difference for prebunk and debunks with and without source information.

4.1 Preliminary Results

We present preliminary results with 50 simulated participants and affect asso-
ciated with source information only (Fig 3). We used the average chunk acti-
vation for misinformation chunks to represent agreement with claims. Just like
[5], we subtracted the agreement for the control from the agreement of prebunk
and debunk conditions (with and without sources). Model2 had a lower aver-
age difference, 7(6) = 0.94,p = 0.06, RMSE = 0.12, compared to Model 1,
r(6) = 0.97,p = 0.03, RMSE = 0.16.

5 Discussion

We presented a previous CIE model (Modell) that explored competition be-
tween misinformation and corrections based on activation of chunks in memory
[15]. Here, we changed values of three basic parameters (i.e., retrieval threshold,
base-level activation constant, and activation noise) to better align with default
values and improve fit. We then extended the model to include emotion mech-
anisms to associate valuation and arousal with words and information sources.
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The emotion mechanisms were based on core affect [26] implemented as a val-
uation module [17] that directly affected chunk activation. These mechanisms
align with research findings where emotion can increase memory [7,30, 32, 33],
belief in misinformation [3, 21}, and attention to information [4]. We used a word
list with associated valuation and arousal [22] to calculate affect associated with
words and leveraged trust/credibility ratings for affect associated with source
information [8,5]. The model with emotion (Model2) had a lower average dif-
ference from the human data across datasets, demonstrating it captured human
behavior better than the memory only model (Modell). We note that adding
emotion increased model complexity and only slightly reduced the average differ-
ence with human data. Increasing complexity often increases fitting power, but
ACT-R already has significant constraints and introducing emotion mechanisms
added additional constraints that further reduced the fitting power.

Adding affective mechanisms and language processing (i.e. transformation of
articles into ACT-R readable inputs) introduced several challenges. The word
list with associated valuation and arousal did not include all emotionally charged
words from the experimental materials, and there were issues with matching. For
instance, hyphenated words (e.g., industrial-pollutants) and words in different
tenses (e.g., contaminants, contamination, and contaminated) could not match.
Our method using source information had some unexpected consequences. For
instance, increasing activation of chunks encoded or retrieved directly afterward.
Lastly, we did not include a version of Model2 that included both affect asso-
ciated with words and source information. There were unexpected interactions
that averaged out some effects of words or source information, which we need to
better understand. We plan to continue to develop a better and more appropri-
ate method to include affect associated with words and sources to better assess
the benefits of adding emotion mechanisms, if any, to memory in this context.

We note several other limitations: 1) We manually generated predicates and
focused on declarative memory with chunk chaining, 2) we selected questions
congruent to the reasoning and expression capacities of our model (i.e while
inferential reasoning was too complex for our model, belief rating was possible).
We will address these limitations in future work. We will improve our language
parsing method, utilize additional declarative memory components, and include
similarity information to reduce the need for direct memory matching during
chaining. We plan to leverage previous work with analogical reasoning to extend
the question answering capabilities of the model.

Overall, we demonstrated a CIE using general components of declarative
memory and core affect, which can be used for any information presented in
word pairs. The model could fit two datasets without modification and provides
a good base for future research to explore social factors, group interactions, and
theoretical explanations across experiments and datasets.
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