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Abstract. This paper analyzes the effectiveness of utilizing traditional
media literacy training in a new way: encouraging and training social
media users to engage in social corrections or other countering behaviors
online when they encounter misinformation in their news feeds. An ex-
periment was run among government analysts, where participants were
shown a series of false or misleading social media posts and asked to
describe if and how they would respond to those posts. A survey was
administered both before and after an interactive, in-person training
session. After the training, respondents were more likely to claim they
would intervene with more effort when seeing misinformation, for exam-
ple, by employing social corrections either publicly by commenting on
the post or privately by messaging the poster. However, that increase
came primarily from individuals who were already claiming to engage
in some low-effort interventions (like reporting misinformation) before
the training rather than from individuals who were not engaging in any
countering efforts at all. Finally, a qualitative analysis showed that the
content of a post, the type of account that posted it, and the platform
where it was posted all affect the willingness of the participants to en-
gage in countering behavior. The promising results from this case study
indicate that more work should be conducted in this domain.
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1 Introduction

As misinformation continues to affect societies around the world, there has been
much recent research focused on developing and deploying effective interventions
[4,6,8,15]. One of the most studied intervention types involves media and digital
literacy as a preventative measure [6]. Media literacy encompasses many different
types of interventions, ranging from short tips [7], in-person training sessions [20],
to fake news games [3, 16].

Most media literacy experiments focus on improving participants’ skills so
that they can better discern truth from falsehoods and enhance their critical
understanding of the media they encounter [10]. While many studies also inves-
tigate the effectiveness of media literacy on behavioral outcomes, those studied
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behaviors typically focus on lowering the frequency of harmful, risky, or anti-
social behaviors such as engaging with or sharing misinformation or partaking
in risky sexual encounters. To our knowledge, no studies have yet focused on
improving participants’ willingness and ability to counter it [10]. We seek to
fill this research gap by running an experiment focused on increasing motivated
individuals’ willingness, knowledge, and ability to counter misinformation. Our
research questions:

1. Does targeted training increase the likelihood of countering misinformation?
2. What factors affect willingness to engage in interventions?

The results of this case study will help inform how to encourage and improve
user-based countermeasures, such as social corrections, thereby contributing to
broader efforts in combating misinformation.

2 Related Work

2.1 Media Literacy Interventions

Media literacy interventions consist of educational initiatives designed to en-
hance the public’s civic discourse by improving critical thinking ability when
reading media content [7,10]. One type is the development and usage of fake
news games. These games include the Bad News Game [3], Go Viral! [21], Troll
Spotter [16], and Harmony Square [23]. They are designed to be an interactive
and fun way to help players detect misinformation [19, 21].

A related concept to media literacy is the theory of inoculation, sometimes
referred to as “pre-bunking". Inoculation includes interventions like preemptive
warning messages or other anticipatory interventions meant to “inoculate" peo-
ple, much like a vaccine would, from later believing that misinformation or harm-
ful content [17]. Similarly, media literacy is also intended to improve participant’s
resilience when encountering misleading, harmful, or false messages.

The effectiveness of media literacy as a preventative measure against misin-
formation has been widely debated in the literature. There is a lack of consensus
on whether it is effective, which types are effective, how effective it is, how long
the effectiveness lasts, and in which contexts it is most effective [1, 3,10, 21].

2.2 User-Based Interventions

In the context of countering misinformation, user-based interventions refer to
actions that social media users can take when directly engaging with misinfor-
mation [2, 11]. For example, social media platforms typically allow users to report
other users or posts [22]. Social media users can also employ social corrections.
Social corrections attempt to debunk the misinformation poster by publicly com-
menting on their post, privately messaging the user, or other related means [2].

User-based measures are an essential type of misinformation countermea-
sure. While most platforms employ some automated moderation, they also rely
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on social media users to report anything those algorithms miss. Additionally,
users can comment and engage in social corrections to help debunk the mis-
information. Having a trusted messenger, such as a friend or family member,
debunk misinformation has been found to be effective in several studies [2, 5, 18,
27,29]. User-based interventions are a vital tool in the fight against misinforma-
tion, and there is currently little to no work being done utilizing media literacy
interventions to improve those measures.

3 Methods

We ran an experiment testing the effectiveness of a countering training session on
23 government analysts. The participants had signed up for social cyber-security
training and were located in Orlando, FL, at the time of the experiment. They
were involved in a 2-week training exercise called “OMEN" (Operational Mastery
of the Information Environment) [13], which ran from 02/05/24 - 02/16/24. The
age of participants ranged from 21 to 58, with an average age of 35.6 and median
age of 34 years old. Of the 23 analysts, 19 were men, and 4 were women.

3.1 Survey

Overview The survey was implemented in Qualtrics and had two sections. In
the first section, participants were shown a set of 16 social media posts, randomly
selected from a pool of posts, and asked a series of questions. These questions
included asking what they thought the accuracy and trustworthiness of the posts
were. In the second section, participants were shown four explicitly false posts
and then asked what, if anything, they would do if they saw that post on their
social media feeds. They were also asked if their answer would change depending
on the poster of the message or the platform where they saw the message. For this
paper, only the responses from the second section were analyzed. The responses
from the first section are left for future work.

Post Selection We designed the survey posts to look like generic social me-
dia posts. The topics in the posts were chosen to be apolitical and timely, and
included health (COVID-19, vaccines), science (climate change, flat earth theo-
ries), and recent entertainment topics. To control for the possible differences in
the difficulty of assessing each post, we had a group of experts review the posts
for both difficulty and quality. Between four and six reviewers were assigned to
review each post. Based on reviewer comments, some posts were removed or
modified. We used the average difficulty score to sort the remaining posts and
then randomly split them into the pre and post-training surveys.

Responses to Seeing Misinformation When shown these false posts, partic-
ipants could select from the list of possible responses shown in Table 1. This list
of responses was developed in a previous paper [14] but was extended to include
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an “Other" option. Responses labeled as “Low Effort" apply to indirect or quick
actions. Responses labeled as “High Effort" apply to actions that directly engage
with the misinformation content and are more time-consuming. The participants
who selected “Other" were prompted to write in their response, and the effort
level of their response was manually reviewed.

Table 1. Actions one can take when engaging with misinformation on social media.

Response Effort Level
Ignore the post No Effort
Report the post Low Effort
Report the user Low Effort
Block the user Low Effort
Unfollow or unfriend the user Low Effort
Privately message the user High Effort
Comment a correction on the post High Effort
Create a separate post with the correct information| High Effort
Other -

Textual Analysis of Open-Ended Questions The survey asked the partic-
ipants to explain their reasoning about if and how the misinformation poster or
the platform would affect their countering behavior. To analyze the text-based
responses, we used code mapping to find common themes throughout the re-
sponses. Code mapping, sometimes known as affinity diagramming, is a common
approach when analyzing open-ended survey data [9, 24].

We first read over all the responses per question, then sorted related com-
ments into piles using Apple’s Freeform program?, which is a digital whiteboard.
Whenever a participant wrote something like “same reason as my previous an-
swer", we put those in the same pile as their previous related response. We
iteratively generated codes by reviewing the responses a second time. Then, we
tagged each group of responses with various factors and combined related factors
into general themes. The major themes are analyzed in the Results section.

3.2 Countering Training

After administering the first survey, we gave a 30-minute interactive training
session adapted from King’s work on why and how to counter misinformation
effectively [12]. After the training, participants were given the post-training sur-
vey. The training was broken down into three parts:

— Why People Should Counter Misinformation - The trainer and participants
discussed common reasons why people do not counter misinformation and
how those concerns can be addressed [25, 26].

! https://www.apple.com/newsroom/2022/12/apple-launches-freeform-a-powerful-
new-app-designed-for-creative-collaboration/
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— Common Logical Fallacies - The trainer reviewed logical fallacies and how
to spot them. Examples came from several university research guides?34.

— Effective Interventions - Finally, participants were trained on types of inter-
ventions and debunking efforts that are effective [18, 28].

3.3 Ethics Information

The Carnegie Mellon University Institutional Review Board (IRB) approved
this study, numbered "STUDY2023 00000429". They determined the study to
be exempt from a full review because it involved a “benign behavioral interven-
tion". All participants were randomly assigned a user ID to link their pre and
post-training results, but their names were not collected. The survey collected
informed consent from all participants. Participants were not paid by the study
but were instead paid their typical government salary.

4 Results and Analysis

4.1 Countering Responses

We found that the maximum amount of effort participants selected to counter
any of the misinformation posts increased from the pre-training survey to the
post-training survey (see Table 2). More people said they would engage in high-
effort actions, and this increase came from people already engaging in low-effort
actions.

Table 2. The percentage and number of participants whose maximum effort level was
in each of the three effort level categories described in Table 1.

Pre-Training|Post-Training
No Effort 30.4% (7) 34.8% (8)
Low Effort | 65.2% (15) 39.1% (9)
High Effort| 4.3% (1) 26.1% (6)

4.2 Factors Affecting Countering Actions

For each post, participants were asked if their answer would change depending
on the person or organization posting it or on which platform they saw the mis-
information. Figure 1 shows the total number of times participants replied with
each possible answer over both surveys. “Probably Not" and “Definitely Not"
were selected the most frequently for both poster and platform. However, over

2 https://libguides.princeton.edu/c.php?g=982190&p=7102155
3 https://owl.purdue.edu/owl/general _writing/academic _writing/
4 https://writingcenter.unc.edu/tips-and-tools/fallacies/
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all the posts shown, 18 participants (78.3%) and seven participants (30.4%) an-
swered “Probably Yes" or “Definitely Yes" for at least one post when asked if the
poster or the platform respectively would change their answer. Participants were
more likely to say that the misinformation poster would affect their countering
response than the platform.

100

75

Factor
50 B Poster

Platform
25
N []

Definitely Probably Might or Probably Definitely
Yes Yes Might Not  Not Not
Response

Count

Fig. 1. The number of times participants said their answer would change depending
on either the platform or the poster over both the pre and post-training surveys.

When elaborating upon their responses on how these factors would affect
their countering efforts, we found four main recurring themes. Figure 2 shows
the most commonly mentioned sentiments among those themes.

Theme 1. Platform and Account Preference: Many participants pre-
fer engaging with close contacts and engaging on specific platforms more than
others. Most participants (56.2%) mentioned that if they knew the poster of
the misinformation, they would be more likely to engage in direct debunking
efforts, whether on the social media post, through a private message, or of-
fline. On the other hand, most participants either did not mention anything to
do with platform preferences (10, or 43.5%) or said that they always treat all
platforms equally (11, or 47.8%), while only two respondents (8.7%) mentioned
having a platform preference. For example, one participant stated: “I am not
likely to engage with users on sites where my identity is directly tied to the
account. Accounts like Reddit, where I am more anonymous, makes discussion
easier to partake in and exit from." Overall, 17 participants (73.9%) mentioned
preferences in some way across both surveys and factors.

Theme 2. Content: The post’s content was one of the most commonly
mentioned reasons for either engaging or not engaging in countering efforts.
Twenty respondents (87%) mentioned content at least once when elaborating
on either platform or poster reasoning. Specifically, if participants perceived the
content as extreme or incredulous, many said they thought any effort would be
wasted. For example, one respondent mentioned, “I just don’t think i [sic] could
change the mind of someone who believed the earth was flat." Conversely, if
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Fig. 2. This figure displays the total number of times over both surveys that partici-
pants mentioned a specific sub-theme when asked if and how their answer would change
depending on the misinformation poster and the platform.

something was easy to debunk, like a straightforward or factual error, a topic they
knew a lot about, or if the post had the potential for severe offline consequences,
participants mentioned they would be more likely to engage.

Theme 3. Platform and Account Features: Four participants (17.4%)
mentioned the importance of account features and said they would be more likely
to intervene if the poster was either a verified account, a news agency, a recogniz-
able source, or had a large following. While many participants mentioned they
treat all their social media platforms equally, three participants (13%) mentioned
that they thought they would be more likely to respond on some platforms than
others based on features of that platform. For example, one participant stated:
“If T were in a channel specific to that topic, I may look to validate/invalidate
the content. But on a platform like facebook [sic] I would be less likely to give
it a second look." The ease with which one could report a post or contact the
misinformation poster was also mentioned.

Theme 4. Impact: Seven participants (30.4%) mentioned the potential im-
pact of countering, and most used it as a reason why they were unlikely to take
action. Participants mentioned factors like that they felt that it would be too
time-intensive to debunk, would have little to no impact, did not think they
knew enough to counter the post, or wanted to avoid conflict. One participant
mentioned impact positively and said that taking action on some platforms that
take moderation seriously may be more impactful than others with less moder-
ation. However, another participant felt the opposite: “I would be more likely to
report it on an application or site with worse media literacy."
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5 Discussion and Conclusions

We conducted an experiment on the effectiveness of media literacy training to
increase the willingness and likelihood of social media users utilizing counter-
ing actions. We found that after the training, more respondents on the survey
claimed they would intervene more directly (see Table 2). This increase came
primarily from individuals already engaging in low-effort countering efforts, such
as reporting or blocking.

We qualitatively analyzed participants’ explanations when asked if and how
their likelihood of countering would change depending on the account posting
the misinformation and the platform on which it was posted. Overall, we found
that even though the Content theme was mentioned by the most number of
unique participants (20), Platform and Account Preferences were the most
frequently mentioned factors across all posts. As seen in Figure 1, closeness to
poster and platform neutrality heavily dominate all other factors. These results
likely indicate that individuals with these beliefs feel them strongly and across
posts. Other frequently mentioned themes were Platform and Account Fea-
tures and possible Impact (or lack of impact) when countering.

There are multiple limitations to this work. First, the sample size is relatively
small. While this was helpful in order to get detailed qualitative feedback and
analysis, it does indicate that more future work is needed in this area to con-
firm these results. Second, the participants were government analysts and were
more educated than the average American (all participants had at least some
college, with most having bachelor’s degrees or even higher). However, partici-
pants were motivated because they continued to get their full-time salary if they
took this training, and they received training credits. This led to very detailed
and thoughtful qualitative responses.

Understanding why people do or do not counter and showing that training
can increase people’s willingness to intervene is crucial in determining how to
improve social corrections and other user-based countermeasures in the future.
For example, closeness was a significant factor. People may feel more comfort-
able with those closer to them and feel like they can make more of a difference
or should at least try among loved ones. Verified accounts or those with large
followings were considered more important to counter. The ease with which one
could report a post or user was also mentioned. Knowing these factors, social
media companies can better design their platforms. For example, platforms can
encourage more reporting by improving reporting functions and can encourage
more social corrections by showing more posts from closer contacts.
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