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Abstract. In this paper, we introduce a novel multiagent model de-
signed to facilitate communication within small groups of agents. Lever-
aging the capabilities of large language models (LLMs), our approach
enables agents to generate and interpret communications in a natural
language, thereby enhancing their collaborative and decision-making pro-
cesses. The agents are connected in a graph that represents their social
network. They are equipped with a memory that is represented by a list
of facts in a natural language and an ability to communicate with each
other. To verify the feasibility and effectiveness of our model, we con-
ducted several experiments. Since we are generally interested in studying
an information transmission dynamics, our experiments are focused on
an information transmission. The main goal of the preliminary experi-
ments is to verify if this approach is suitable for analysing the rates of
transmission of a particular piece of information throughout the agent
community. Our experiments are powered by the publicly available state-
of-the-art Mixtral-8x7B-Instruct-v0.1 LLM model.
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1 Introduction

The field of artificial intelligence (AI) has witnessed remarkable advancements
over the past few decades. Among these advancements, large language models
(LLMs) have emerged as pivotal components, driving innovation across various
domains. These technologies leverage vast amounts of data and sophisticated
algorithms to understand, generate, and interact with human language and be-
haviour in increasingly complex ways.

Agent-based models (ABM) on the other hand, extend the capabilities of
AI by incorporating elements of decision-making, interaction, and autonomous
behaviour. These models are designed to perform tasks, make decisions, and
adapt to new information in dynamic environments. They can range from sim-
ple rule-based systems to complex, adaptive agents capable of learning from
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their interactions and improving their performance over time. Agent models are
employed in various fields, from autonomous vehicles and robotics to virtual as-
sistants and personalized recommendation systems. The overview of two decades
of classical ABM in social sciences is well covered in survey [1].

The use of multi-agent systems powered by large language models (LLMs)
presents a novel approach to studying communication dynamics in small groups.
These systems simulate interactions among multiple autonomous agents, each
driven by advanced LLMs capable of generating and understanding human-like
text. By emulating real-world communication patterns, these agents can engage
in complex dialogues, negotiate, collaborate, and resolve conflicts, providing rich
data for analysis. Researchers can manipulate various parameters within these
systems, such as communication styles, group roles, and external stressors, to ob-
serve their effects on group dynamics and outcomes. This approach allows for a
controlled yet flexible experimental environment, offering insights into the mech-
anisms of effective communication, decision-making processes, and the impact
of individual behaviours on group performance. Ultimately, multi-agent systems
powered by LLMs not only enhance our understanding of group communication
but also pave the way for developing more sophisticated collaborative technolo-
gies and strategies in real-world settings.

This paper represents the initial step towards modelling communication and
information dissemination in small groups of agents.

The paper is organized as follows: the next section summarizes the related
work, the Section 3 introduces the agent model designed by ourselves, the Sec-
tion 4 presents the results of our experiments, and finally the last section is
devoted to conclusion.

2 Related Work

The seminal work of Park et al. [6] presents a successful application of LLM
as the control mechanism of agents communicating in natural language. Their
environment mimics a Sims-like world with 25 agents simulating limited but be-
lievable human behaviour, communicating, planning their activities, and coordi-
nating their behaviour. The work identifies three key components necessary for
the simulation to be believable: observation, planning, and reflection of agents.

A similar, albeit simpler, showcase of LLM agents is presented in [4] where
small agent groups of 2 to 6 agents participate in tasks of negotiating or playing a
simple mystery game. First proof-of-concept tools for the design and deployment
of LLM-based agent systems are appearing, such as the Auto-GPT framework
for online decision-making tasks [8].

Several examples of LLM application in the context of generative agents have
recently appeared. They include a study of a generative agent-based system for
the design and execution of scientific experiments [2], or a similar approach
proposing LLM agent-based simulations in medical clinic settings [5].
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3 Agent Communication Model

Our Agent Communication Model works with a graph that represents a social
network of present agents. Each node corresponds to one agent, an edge repre-
sents a possibility of contact. By contact, we mean a single chat between the
corresponding two agents.

A chat is a sequence of natural language statements (a sentence, group of
sentences), the statements are generated via LLMs. Each agent has several at-
tributes (name, sex, age) and a description. They are all a part of a setup. A
description is a short summary in a natural language.

An example description: Isabella Rodriguez is a cafe owner of Hobbs Cafe
who loves to make people feel welcome. She is always looking for ways to make
the cafe a place where people can come to relax and enjoy themselves. Isabella
Rodriguez is planning on having a Valentine’s Day party at Hobbs Cafe with her
customers on February 14th, 2023 at 5 pm. She is gathering party material and
is telling everyone to join the party at Hobbs Cafe on February 14th, 2023, from
5 pm to 7 pm. (this description is used in our experiments and is inspired by
the agent from the project [6]).

In addition, agents have a memory. A memory is a list of facts in natural
language. In a dialogue, after each step, an LLM is asked to summarize it into
fact and this fact is saved into the agent’s memory. In addition, agents have a
list of information about agents that they already met.

Memory is a key part of an agent, it enables it to store gained knowledge
and continue the communication on a particular topic the next time it meets
the partner or use the gained knowledge in a conversation with other agents.

Fig. 1. The chat between two agents. The memory is used the generate the chat and
the new facts learnt during the chat are stored back in the memory.

A contact (a chat) between two agents is generated as follows. A task-
dependent scheduler is responsible for generating pairs of agents for a chat.
Once a pair of agents is chosen, the LLM gets information (name, sex, age, de-
scription, memory) about the starting agents and whether it has already met
the second agent (the communication starts differently if the agents do not know
each other, i.e. it is their first meeting, or if the agents already met). The first
agent is asked to generate the first part of a dialogue. Then the second agent
is primed with corresponding information, and the agents alternate in replies
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until one of them "says goodbye" or the maximum number of replies is met.
The replies are generated in the same way, the LLM gets information about
the agent, its memory and the dialogue so far and it is asked to generate the
next piece of dialogue. To decide whether the agent wants to end the dialogue
("says goodbye") the average cosine similarity with several good-bye-phrases is
calculated.

A simulation of the whole system runs in iterations. Typically, during one
iteration, all edges are activated once, i.e. all couples of agents connected by
an edge have one chat with each other, the order of edges depends on the task
scheduler.

4 Experiments

The goal of our preliminary experiments is to verify the feasibility of the proposed
model. We study if information spreads among the agents, how it depends on
the properties of agents, and if the results are believable.

As an LLM we used the Mixtral-8x7B-Instruct-v0.1 [3]. The code of our
experiments is publicly available on GitHub [7].

4.1 Experiment I

The setup of the first experiment is depicted in Fig. 2. There are three agents,
Isabella, Maria and Klaus, whose characteristics are taken from the project [6].

Isabella is 34 years old, she is an owner of Hobbs Cafe and is planning a Valen-
tine’s Day party. Maria, 21 years old, is a physics student and game streamer.
Klaus, 20 years old, is a sociology student, and he is currently writing a research
paper on gentrification.

In each iteration of the simulation, first, the edge between Isabella and Maria
is activated, and then the edge between Maria and Klaus. We are interested if
the information about the Valentine’s Day party reaches Klaus (since he never
speaks directly with Isabella). Therefore, after each iteration, we query each
agent, i.e. the LLM gets information about the agent and listing of its memory
and question whether the agent knows about the party.

The simulation is repeated ten times and answers "yes" are interpreted as 1,
while answers "no" as zero. Answers are averaged over the 10 runs. The results
are displayed in the Fig. 3.

We can see that Isabella speaks about her party in all 10 simulation runs in
her first meeting with Maria since Maria knows about the party in all cases from
the first iteration. On the other hand, Maria mentions it immediately only in a
portion of runs, the probability that the information reaches Klaus grows with
time.

4.2 Experiment II

In the second experiment, we added a new agent called Julia to the graph (see
Fig. 4),. It represents a person, who is a sociable florist and loves partying. We
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Fig. 2. Experiment I: a graph setup.

Fig. 3. Experiment I: the barplot shows the relative portion of runs in which the agent
knows about Isabella’s party (mean from 10 runs with 95% CI). Each iteration contains
all (two) chats from the communication graph.

expected that she would tend to chat about parties more likely than Klaus and
therefore she is more likely to get the information about Isabella’s party.

In this case, all three edges in the graph are activated once in each iteration,
the edge between Isabella and Maria is always the first; the other two edges
follow in a random order.

The simulation was again repeated 10 times and the results are displayed in
Fig. 5. We can see that the information about the party reached Julia earlier
than Klaus.

4.3 Experiment III

The last experiment is a modification of the second one, we added one edge to
the graph, connecting Julia and Klaus (Fig. 6).

Again, the edge between Maria and Isabella is activated as the first one, and
then the rest of the edges is activated in a random order.

The results are displayed in Fig. 7 and are similar to those in experiment II,
but the information spreads slightly faster.
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Fig. 4. Experiment II: a graph setup.

Fig. 5. Experiment II: the barplot shows the portion of runs in which the agent knows
about Isabella’s party (mean from 10 runs with 95% CI). Each iteration contains all
(three) chats from the communication graph..
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Fig. 6. Experiment III: a graph setup

Fig. 7. Experiment III: the barplot shows the portion of runs in which the agent knows
about Isabella’s party (mean from 10 runs with 95% CI). Each iteration contains all
(four) chats from the communication graph..
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4.4 Examples of dialogues

Fig. 8 presents three examples of dialogues that were generated during our exper-
iments. We see the difference in the start of a chat when the agents meet for the
first time and when they already know each other. Also example of a situation
where information about Isabella’s party is passed to Klaus is presented.

Fig. 8. Examples of generated dialogues between agents. (top) Isabella meets Maria
who she has not met before. Therefore she introduces herself. (middle) Julia meets
Klaus, she already has a reference to Klaus in her memory, so she starts the conversation
with "It’s great to see you again." (bottom) Example of passing the information about
Isabella’s party.

5 Conclusion

Our research introduced a novel multi-agent network model, driven entirely by
large language models (LLMs), to simulate agent communication. Through our
preliminary experimental validation, we have demonstrated the model’s poten-
tial. The results are believable in terms of the parameters of agents and the
relative speed of information spread.

Looking ahead, this model will serve as a foundational tool in our contin-
ued exploration of communication patterns and information transmission. In
our future work, we will create larger agent communities with up to a dozen of
agents, and study communication patterns supported by real data from experi-
ments with human respondents. Further improvements of the model include more
diverse communication graphs, different chat schedulers, enriching the agents
about the planning component, and possibly a better reflection of agents.

Future experiments will also include comparisons of different LLMs.
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