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Abstract. Online hate speech poses a threat to the harmony of both on-
line and real-world communities. Due to the proliferation of such speech,
advancements in the research on hate speech detection have been growing
in recent years. However, we note that there is a research gap on multilin-
gual hate speech detection in online social media streams. In this paper,
we showcase extensive evaluations of multilingual hate speech detection
within a lifelong machine learning framework. We assess state-of-the-art
techniques in lifelong machine learning for the task of hate speech de-
tection and critically analyze the performance of our approach against
strong baselines.

Keywords: Multilingual Hate Speech Detection - Lifelong Machine Learn-
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1 Introduction

Online hate speech has become a pressing issue in the digital age. Hate speech
can have severe consequences on society, such as inciting violence, decreasing
social cohesion, and promoting discrimination. A community with low social
cohesion is more likely to have less community resilience, which is an essential
factor in recovering from a crisis. Therefore it is important to mitigate the spread
of hate speech in online platforms. Detecting hate speech in real-time is one of
the core steps of mitigating hate speech.

Hate speech detection is a challenging task due to the dynamic nature of
the language dialect (form) used in online platforms. The dialect used in online
platforms is constantly evolving and can vary across different topics of discussion.
For example, hate speech against African American women may take a different
form than hate speech against Caucasian women. Therefore it is challenging to
use a single static model model to detect hate speech across these different topics
in real time. However, the research in hate speech detection has been focused on
a single topic or a limited set of topics that were present in the training dataset.
In real-world scenarios, the topics of online hate speech change over time due to
the social, political, and economic events happening in the world. Therefore, it is
important to develop a model that can adapt to new topics over time. This could
be achieved by developing a lifelong learning model for hate speech detection.
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Table 1. Example of Hate Speech in Different Languages

Topic ‘Lauguage ‘text

Immigration|English
c’est un golden retriever une race créée par des blancs ces ching chong ne méritent ni nos chiens ni nos inventions.

Immigration|French s N . . N . .
2 (it’s a golden retriever a breed created by white people these ching chong deserve neither our dogs nor our inventions.)

Another challenge in hate speech detection is the multilingualism of online
platforms (see Table for examples with the same topic but different languages).
Users of social media platforms post content in various languages. Therefore, it
is important to develop models that can detect hate speech in many languages.
However, the research that has been done in hate speech detection has been
mostly focused on a single language or a limited set of languages without pro-
posals for model adaptation to support new languages in a lifelong manner.

In this paper, we propose the problem of lifelong hate speech detection for
multilingual hate speech detection. Then propose learning approaches based on
state-of-the-art deep learning techniques used in the hate speech detection and
lifelong learning literature. We evaluate the proposed approach on a bilingual
dataset and show that the proposed approach outperforms the baselines. We
use established techniques used in modeling lifelong text classification and hate
speech detection and apply them to our problem of multilingual lifelong hate
speech detection.

Lifelong learning is a machine learning paradigm that aims to develop a
system that can learn continuously from a stream of “tasks” in a human-like
learning approach. In lifelong learning, a model learns on a sequence of tasks
and uses the knowledge gained from previous tasks to improve the performance
on newer tasks while maintaining a consistent performance on previous tasks. We
define a single task as a binary classification of labels (hate speech and normal
speech) on a specific topic in a specific language. Since this sort of experiment
has not been performed previously we simulate the task stream by dividing an
existing multilingual dataset into tasks based on the topics and languages of the
document. The topic of the document is inferred by the topic distribution of the
document from topic modeling. This has been illustrated in Figure [I} At each
step of the task stream, we assume that there is a labeled dataset to train the
model. We evaluate a model on the current task and all past tasks after training
the current task.

Tn-1 Task Sequence
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Model Model
Knowledge Knowledge

Fig. 1. Online data stream scenario for lifelong hate speech detection
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The rest of the paper is organized as follows. In Section [2] we discuss the
related work in hate speech detection and lifelong machine learning. We discuss
the methodology used in the experiments in Section[3] In Section[dand Section [f]
we discuss the experimental setup and the results of the experiments accordingly.
Section [6] concludes the paper.

2 Related Work

2.1 Hate Speech Detection

Detection of hate speech and its various forms in online platforms has been ex-
tensively studied in the literature. Early works on hate speech detection focused
on developing traditional machine learning models for hate speech detection.
[6] proposed a bag-of-words (BOW) supervised machine learning classification
approach to identify cyberbullying in social networks. [I9] used topic models
to automate feature generation to help with training a hate speech detection
model in a semi-supervised manner using Logistic Regression. Recently, there
has been growing interest in using deep learning models for hate speech de-
tection [TUOIT7I2TV8]. In the study by [I4], the authors have showcased the im-
portance of character level features on hate speech detection using hybrid of
traditional machine (Linear Regression and Support Vector Machine) and deep
learning methods (Convolutional Neural Network). [I8] proposed an identity
based framework for exploring the possibility of leveraging an identity based
framework for generalizable hate speech detection since it has been identified
that hate speech detection models are biased based on the identity of the target
group [2120].

Multilingual Hate Speech Detection: [I5] proposed a multilingual multi-
aspect hate speech dataset and evaluated the performance of state-of-the-art
models at the time of study on this dataset and found that deep learning models
perform better than traditional BOW-based models. Furthermore, [5] evaluated
the performance of common deep learning configurations and found that word
embedding-backed Long Short Term Memory (LSTM) models outperform other
deep learning methods in multilingual hate speech detection.

2.2 Lifelong Machine Learning

Lifelong learning as defined in [7U11] refers to the learning paradigm where a
model learns on a sequence of tasks incrementally, accumulates the learned
knowledge, and uses it to help future learning while updating the knowledge
as required. [4] proposed a lifelong learning approach to sentiment classification
of reviews. They accumulated token-level knowledge on tasks defined based on
domain and used them for learning as additional loss in the stochastic gradient
descent (SGD) algorithm. Moreover, [I6] proposed a lifelong learning approach
for hate speech detection where they used a memory module based on LB-SOINN
(Load-Balancing Self-Organizing Incremental Neural Network) to retain embed-
ding representations of important instances from previous tasks. They used these
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instances when updating the model on newer tasks. We use the same approach
in our work to develop a lifelong hate speech detection model for multilingual
hate speech detection.

3 Methodology

3.1 Problem Formulation

Let a sequence of n tasks be T = {m,72,...,7n}, where each task 7; is a
binary hate speech detection task. The goal of the (supervised) lifelong learning
system is to learn a model that can perform well on all tasks in the sequence.
It should maintain a consistent performance on previous tasks as new tasks are
introduced. Moreover, when the model is trained on new tasks, it should use the
knowledge from previous tasks to improve the performance on the new tasks.
In online platforms, hate speech discloses itself in different topics and languages
and the performance of a model can degrade upon the introduction of a new
topic or language. In this work, we define a task to accommodate the change in
topic or the language of the message. Therefore, the task is defined as detecting
hate speech on a specific topic (¢) in a specific language | and re-represented as
7(¢,1)- Now, once we have defined the task, we can define the supervised lifelong
hate speech detection problem as follows:

Problem (Multilingual Lifelong Hate Speech Detection): A learner
has performed a sequence of supervised hate speech detection tasks from 1 to
n— 1 where each task has a training dataset labeled with classes hate speech and
non-hate speech (normal). Given a new task 7, it uses the knowledge gained in
the past tasks to learn a better classifier for the new task.

We acknowledge that, in real-world scenarios, the same tasks may not appear
simultaneously for different languages. However, for the sake of simplicity in the
experiment simulation, we assume that tasks appear in the same order for each
language and that the same task for each language appears at the same time.

In such a scenario, we have a system that gets trained over time (task stream)
with the assumption that the topics of the tasks appear in the same order for
each language and that all languages appear together for a given topic. The
model is evaluated on all past tasks as well as the current task. This ordering of
task sequence is illustrated in Figure 2]

3.2 Lifelong Multilingual Hate Speech Detection

The proposed lifelong multilingual hate speech detection system first receives
a task from the task stream. It also expects that human annotated data is
available for the task. The system then uses the learning component to improve
its detection capabilities. In addition to the data provided for the learning, it will
store any instances from past tasks that are saved in the memory. The system
architecture is illustrated in Figure [3] There are two major components in the
system:



Multilingual Lifelong Hate Speech Detection 5

T(t1,h) T(tah) T(tih) T(tnsl1)

T(ty) T(t2y) T(tiy) 7 (tn.ly)

T(t1,lm) T (t2,lm) T(tilm) T (tnlm)

Fig. 2. Simulated Task Stream for Multilingual Lifelong Hate Speech Detection

1) Learning component: We use a pre-trained multilingual language model
as the base sentence encoder and use stochastic gradient descent (SGD) to fine-
tune on the current task with the help of the AdamW optimizer [12]. Pre-trained
language models have shown exceptional performance on text classification tasks
after fine-tuning on those provided tasks. When learning a new task such as hate
speech detection, these models can leverage the knowledge it has learned from
the large corpus of text when the model was pre-trained. We use a language
model as an encoder and add a linear layer on top of the encoder to classify the
text as hate speech or normal speech. Additionally, we use two loss components
in the SGD algorithm: the cross-entropy loss and memory based loss.

2) Memory component: We keep track of the most important instances
of a task after training on a given task to be used in the future when training
on newer tasks. To identify the most important instances, we use the Load-
Balancing Self-Organizing Incremental Neural Network (LB-SOINN) similar to
[16]. We refer the reader to [16] for more details on the memory component.
While training the model on a new task, we use the instances stored in the
memory component and compute the loss on these instances as an additional
loss in the SGD algorithm to prevent catastrophic forgetting.

Task Manager Environment
T1y T2y oy Tn-1, TN (Simulation)
Dn Model Fine-

tuning

Model y
Memory

Fig. 3. Architecture of Proposed Multilingual Lifelong Hate Speech Detection System
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4 Experimental Setup and Evaluation

4.1 Dataset

In this study, we only utilize the dataset from [I5]. The dataset consists of hate
speech tweet text data in English, French, and Arabic languages. However, in this
study, we only use the English and French data. This dataset is annotated with
multiple labels: Abusive, Hateful, Offensive, Disrespectful, Fearful and Normal.
We label tweets as ‘positive’ for hateful content if they are not marked as normal;
otherwise, they are labeled as ‘negative’ for hateful content. This binary labeling
approach follows the same methodology as [I5] in binarizing the labels. In the
experiments, we will use these binary labels as the ground truth.

Preprocessing. The dataset was already preprocessed by the authors of the
dataset. We use the preprocessed dataset for the experiments. The usernames
and URLs were replaced with @Quser and @Qurl respectively. Moreover, we aug-
ment the dataset by translating the French tweets to English using the mod-
els provided by the HuggingFace Transformers library. These translated tweets
serve as additional data in our experiments, ensuring a balanced representation
for each language across all topics, as the original dataset lacked sufficient data
for equivalent topics in both languages.

4.2 Task Stream

In the problem formulation section, we have defined a task as detecting hate
speech on a specific topic in a specific language. We use this definition to create
a task stream for the experiments. Due to the absence of real-world data stream
access and timestamps for individual posts, we simulate the task stream by
partitioning the dataset into tasks based on document topics and languages.
We have used the topic distribution of the documents from topic modeling to
assign a topic to each document. We then group the documents by topics and
languages and arrange them in a sequence based on the number of documents
in each group to simulate a data stream. We use this data stream to train the
model in a lifelong learning scenario.

Topic Modeling: We identify the topic of an instance by using topic mod-
eling. Specifically, we use the approach proposed by BERTopic [I0]. This topic
model is based on sentence embeddings and clustering to identify the topics.
We use BERTopic with distiluse-base-multilingual-cased-vl sentence encoder,
UMAP [I3] dimensionality reduction, and HDBSCAN [3] clustering to build
the topic model on a subset of the dataset. We kept the number of topics to 8
to minimize over-clustering and get a good representation of the topics in the
dataset. The number of topics was manually calibrated such that we have a rea-
sonable number of training examples to train the models. Furthermore, we have
set the minimum number of documents in a topic to 50 to avoid topics with very
few documents. By this method, we were able to identify semantically similar
messages in the text that we assumed would appear together in the task stream.
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4.3 Performance Measures and Approach

Since the test data is imbalanced, we use the F1 score as the primary performance
measure. We calculate the F1 scores of the current task and all past tasks after
training on the new (current) task. Therefore, we get a series of F1 scores for
each task in the task stream indicating the performance of the model after being
adapted on a newer task.

Table 2. Average F'1 Scores of Models on Test Data of Each Task

Task ID |1 |23 |4 |56 ]| 7]8]9]10

Batch Learning [0.47]0.51]0.49|0.44|0.43|0.44(0.44|0.55|0.52|0.63
Online Learning |0.46|0.54|0.46|0.35]0.41|0.37|0.380.34|0.53|0.44
Lifelong Learning|0.53|0.63|0.60(0.52|0.45|0.44|0.06 |0.59|0.50 | 0.55

4.4 Experimental Setup

We use the same learning hyperparameters across all the baseline and proposed
models. We have set the learning rate to le — 5, batch size to 8, and the number
of epochs to 10. However, we also use early stopping with a patience of 3 to
prevent overfitting.

We compare our proposed method to two other baseline methods. Baseline
1: Batch Learning is a model trained on each task independently without any
knowledge transfer across tasks. Baseline 2: Online Learning is an online
learning model without any explicit method to prevent catastrophic forgetting.
We evaluate the performance of the proposed model and the baselines on the
task stream and compare the results.

5 Results

There are two major results that we present in this section. First, we compare
the evaluation results of the different approaches across tasks in the task stream.
Second, we look at the comparison of the performance of the approaches solely
on the new task at each task step.

5.1 Performance Across Tasks

Figure [4 shows the performance of the different approaches across tasks in the
task stream. We observe that the proposed approach with lifelong learning has
consistently been able to maintain a good performance across tasks. It is also
confirmed by the average F1 scores in Table[2] where there is a clear improvement
in the performance of the proposed model compared to the baselines (7 out of 10
tasks). This could be attributed to the memory component that helps the model
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retain important instances from past tasks and use them to prevent catastrophic
forgetting. On the other hand, the baselines have shown a drop in performance on
the new tasks (especially towards the end). This is expected as the baselines do
not have any mechanism to prevent catastrophic forgetting. Another important
observation is the outlier tasks (task 7). We believe it to be due to the nature of
topic being discussed in the task. We note however that the performance of task
7 increases after training on task 8 (same topic but different language). This is
an interesting observation that we will investigate further in future work.
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Fig. 4. Performance of the Proposed Model Across Tasks in the Task Stream

5.2 Performance on New Task

Another important aspect is to just look at the performance of the models on
the new task at each step. This is illustrated in Figure |5} We observe that the
proposed lifelong learning (Average F1=0.48) method has consistently outper-
formed the online learning approach (Average F1=0.42). However, the batch
learning (Average F1=0.51) approach has shown a better performance on the
new task at each step. We believe this is expected as in the batch learning
process we train a model exclusively for that given task.

6 Conclusion

This paper introduced a novel method for the lifelong multilingual hate speech
detection problem, by combining state-of-the-art techniques used in lifelong ma-
chine learning and multilingual hate speech detection. Our proposed approach
utilized a pre-trained multilingual language model as the base sentence encoder
and included a memory component to prevent catastrophic forgetting. We eval-
uated this approach on a bilingual dataset of social media posts using a sim-
ulated data stream setup and compared the results with two baselines. The
results demonstrated that the lifelong learning based approach outperformed
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Fig. 5. Performance on the New Task at Each Task Step

the baselines in terms of F1 score. Future work should focus on extending the
proposed methods to encompass a broader range of languages and topics and
should explore semi-supervised learning techniques to further enhance the pro-
posed approach, enabling more effective adaptation to continuous streams of
largely unlabeled data.
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