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Abstract. Detecting anomalous behavior on YouTube is hindered by
the limited availability of labeled data. This study examines the ap-
plication of synthetic data generation to enhance anomaly detection in
data-scarce environments. We analyze a dataset of 97 YouTube chan-
nels—7 of which were suspended—covering over 640,000 videos and 123
million comments. Structural and engagement features were extracted to
train four synthetic data generators: CTGAN, TVAE, Gaussian Copula,
and HMASynthesizer. Classifiers, including Logistic Regression, Random
Forest, and SVMs, were trained exclusively on the synthetic data and
evaluated on real, withheld anomalies. Results show that models trained
on CTGAN- and TVAE-generated data achieved F1 scores up to 0.875,
demonstrating strong detection capability. These findings highlight the
potential of synthetic augmentation as a practical solution to the labeled
data bottleneck in social media anomaly detection.
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1 Introduction

YouTube, the world’s largest video-sharing platform, has evolved into a cen-
tral space for information exchange, entertainment, and public discourse. With
billions of users and hundreds of hours of content uploaded every minute, the
platform exerts a profound influence on global narratives. From shaping politi-
cal opinions to promoting social movements, YouTube plays a key role in how
individuals and communities perceive the world. However, its openness and scale
also make it a fertile ground for inauthentic and manipulative behavior.

The challenge of detecting such behavior, especially at the channel level, is
increasingly urgent. Suspended or malicious channels often exhibit subtle en-
gagement strategies that exploit platform dynamics, such as comment coordi-
nation, artificial amplification, and stealthy dissemination of controversial con-
tent. In regions with high geopolitical tension—such as the Indo-Pacific or East
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Asia—these activities can be particularly consequential, influencing public sen-
timent, fueling misinformation, or exacerbating conflict [13]

Recent work by Amure and Agarwal [3] highlighted a critical bottleneck in
anomaly detection efforts on YouTube: the scarcity of labeled anomalous data.
In their study of anomalous channel behavior, they highlighted the challenge of
obtaining sufficient verified cases of suspension or malicious coordination to sup-
port supervised learning. This challenge is further exacerbated by the fact that
anomalous behavior is often rare, temporally bursty, and contextually specific,
making generalization difficult. As a result, conventional approaches—especially
those requiring large labeled datasets—struggle to scale.

To address this problem, researchers have begun exploring synthetic data
generation as a promising strategy. Synthetic data can augment small datasets,
enabling models to learn more effective decision boundaries and enhance their
ability to detect rare anomalies. In domains such as cybersecurity [5], fraud de-
tection [17], and medical diagnostics [4], synthetic sampling techniques—ranging
from copula models to GANs and variational autoencoders—have shown mea-
surable improvements in detection tasks under data scarcity.

In this study, we apply this principle to the problem of detecting anomalies
in YouTube channels. Our dataset comprises structural and engagement-based
features from 97 YouTube channels, including seven suspended channels identi-
fied as anomalous. Building on the experimental framework outlined in Amure
and Agarwal [3], we simulate low-label scenarios by withholding a subset of these
anomalies and investigate whether synthetic data generation can enhance model
performance in identifying withheld anomalous cases.

We investigated the use of synthetic data generation to support anomaly
detection in scenarios with limited labeled data. Our study presents a repro-
ducible framework that identifies and removes known anomalies, generating
synthetic training data from the remaining real samples. We compared four
generation methods—Gaussian Copula Synthesizer [12], Conditional Tabular
Generative Adversarial Network (CTGAN) [16], Tabular Variational Autoen-
coder (TVAE) [16], and Hierarchical Multi-Table Modeling with HMASynthe-
sizer [12]—based on their suitability for generating tabular data suitable for clas-
sification. Through repeated experiments, we provide early insights into the relia-
bility and usefulness of synthetic augmentation in detecting real-world anomalies,
offering practical guidance for researchers working in low-resource settings.

2 Related Work

Detecting anomalous behavior on YouTube has attracted increasing attention as
the platform continues to shape public discourse and influence global narratives.
Researchers have approached this challenge from different angles, focusing on
both engagement metrics and the structural behavior of users.

One prominent line of work has focused on coordinated inauthentic behavior,
where users or groups artificially inflate engagement to manipulate visibility or
trust. For example, Kirdemir et al. [10] observed that channels engaged in such
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activity often display sudden bursts in engagement, with fewer but more intense
peaks. Similarly, Hussain et al. [7] and Adeliyi et al. [1] explored patterns of
inorganic engagement using unsupervised techniques, revealing how channels can
be systematically used to spread misinformation or disrupt authentic discourse.

Other studies have focused on the behavior of commenters and the struc-
ture of the network. Shajari et al. [14] proposed analyzing co-commenter net-
works—where connections are formed between users commenting on the same
videos—to uncover tightly connected cliques indicative of coordination. They
employed techniques such as Principal Component Analysis (PCA) and cluster-
ing to isolate suspicious activity. Building on this, Shajari et al. [15] introduced
a normalized anomaly score based on 20 structural features of the co-commenter
network, using Kernel Density Estimation (KDE) and Gaussian Mixture Mod-
els (GMM) to differentiate anomalous channels. Their work was particularly
focused on channels operating in the Indo-Pacific region, a context marked by
geopolitical tensions and coordinated influence efforts.

Beyond political or manipulative content, safety concerns have also been
studied. Kaushal et al. [8] utilized convolutional neural networks (CNNs) to
identify unsafe video content targeted at children and found that promoters of
unsafe content are often structurally close to legitimate ones in the engagement
network. Papadamou et al. [11] echoed these concerns, demonstrating how inap-
propriate content can bypass YouTube’s detection systems by mimicking benign
videos.

Building on the role of network structures, Akinnubi et al. [2] emphasized
the utility of graph-based models for uncovering unscrupulous actors and en-
gagement manipulation across platforms. These findings reinforce the value of
co-commenter and channel-level networks in capturing the dynamics of abnormal
behavior.

User motivations and interaction patterns have also been taken into con-
sideration. Galeano et al. [6] emphasized that commenters play an active role
in shaping public perception and amplifying narratives—especially in disinfor-
mation contexts. Khan [9] identified social interaction as a core driver behind
commenting behavior, suggesting that genuine and inauthentic engagements can
sometimes be behaviorally similar, complicating detection.

Despite these advancements, one persistent challenge in this area remains the
lack of labeled data for known anomalies. As Amure and Agarwal [3] emphasized,
it is rare to have confirmed information about which channels were suspended
due to policy violations. This scarcity of labeled examples limits the effectiveness
of supervised learning models and motivates the need for alternative strategies.

In response, our study takes a novel approach by exploring the use of syn-
thetic data generation to support anomaly detection when labeled data is limited.
Synthetic data has shown promise in fields like fraud detection [5], cybersecu-
rity, and medical imaging [4], yet its application in the social media anomaly
space remains underexplored. We aim to fill this gap by systematically evalu-
ating whether synthetic samples can provide meaningful support to classifiers
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trained to detect anomalous YouTube channels—particularly in realistic, low-
label scenarios.

3 Data

To support our investigation, we curated a comprehensive dataset using a spe-
cialized data extraction tool developed by Kready et al. [?], which interfaces with
the official YouTube Data API [?]. This tool enabled us to gather detailed, struc-
tured information about video uploads, comment activity, and user interactions
across a select group of YouTube channels.

Our dataset comprises 97 YouTube channels, seven of which were suspended
by the platform for violating community guidelines—thus providing labeled ex-
amples of anomalous behavior. Across these channels, we collected metadata on
over 640,000 videos, more than 123 million comments, and interactions involving
upwards of 12 million unique commenters.

The selection of channels and associated content was guided by thematic rel-
evance to the Indo-Pacific region—a context often tied to geopolitical discourse,
misinformation, and digitally coordinated campaigns. Keywords used for channel
discovery included phrases such as “Komunis Cina — China pengaruh Indone-
sia”, “Muhammadiyah Cina — China — Tiongkok — Tionghoa”, and “Kejam
Uighur — Uyghur”, which were identified through coverage analysis and refined
through iterative review to enhance inclusiveness and relevance.

To model social interactions, we constructed a co-commenter network by
linking commenter nodes based on shared activity. Specifically, an undirected
edge was formed between two commenters if they had posted at least five com-
ments on videos within the same channel—a threshold previously validated by
Shajari et al. [13] as sufficient to suggest coordinated or recurrent engagement.
Each commenter was also linked to the corresponding channel node, creating a
two-layer structure of user-user and user-channel relationships.

For each channel’s co-commenter network, we extracted a total of twenty
structural features, denoted as Fs, as introduced by Shajari et al. [13]. These fea-
tures capture various graph-theoretic properties of commenter interactions—such
as node count, edge density, clustering coefficients, and clique-based metrics—that
help characterize the underlying engagement structure. In addition to these, we
incorporated a complementary set of engagement-based features, denoted as Fe,
adapted from Kirdemir et al. [10]. These include ratios and trends based on
views, comments, and subscriber counts, which provide insight into anomalous
content performance and growth dynamics. For further technical details on the
design and interpretation of these feature sets, we refer interested readers to the
respective studies [10, 13].

4 Method

The primary objective of this study is to assess the effectiveness of synthetic data
generation techniques in enhancing anomaly detection in data-scarce environ-
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ments. We propose a controlled evaluation framework that simulates a low-label
setting commonly encountered in real-world social media analytics.

We began by extracting feature representations for each channel, comprising
both structural features (Fs) and engagement features (Fe), as described earlier.
Using this dataset, we applied four different synthetic data generation methods to
produce additional samples for model training. These generators were trained on
a subset of real channels with known structural and engagement characteristics.

To assess their utility, we conducted the following experimental procedure:

1. We randomly selected and removed four known anomalous channels (i.e.,
suspended channels) from the dataset. These channels, along with a random
sample of normal channels, formed the test set.

2. The remaining data was used to fit each synthetic data generator, which then
produced synthetic samples matching the structure of the original dataset.

3. We trained five standard classifiers—Logistic Regression, Random Forest,
and three variants of Support Vector Machines with polynomial, sigmoid,
and radial basis function (RBF) kernels—using only the generated synthetic
data.

4. Each trained model was evaluated on the withheld test set, which contained
real (non-synthetic) samples, including the known anomalies.

This process was repeated across ten randomized trials to ensure robustness.
In the following subsections, we describe the four synthetic data generators used
in our experiments: Gaussian Copula, Conditional Tabular GAN (CTGAN),
Tabular Variational Autoencoder (TVAE), and the Hierarchical Multi-table Syn-
thesizer (HMASynthesizer).

4.1 Synthetic Data Generators

This study examines four prominent synthetic data generation techniques tai-
lored for structured tabular data. These methods are designed to replicate the
statistical properties and interdependencies of real-world observations, enabling
the creation of artificial datasets that reflect the complexity of structural and
engagement patterns found in YouTube channel behavior.

The chosen generators represent a diverse range of modeling strategies. Each
generator is described below.

Gaussian Copula Synthesizer: The Gaussian Copula Synthesizer [12] gener-
ates synthetic data by modeling the dependency structure among variables using
a copula, allowing for the separation of marginal distributions from their joint
dependence structure.

Let X = [X1, X2, . . . , Xd] be a d-dimensional random vector. Each Xi is
transformed into a uniform variable Ui = Fi(Xi), where Fi is the empirical
cumulative distribution function (CDF). A Gaussian copula CΣ models the de-
pendency:
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CΣ(u1, . . . , ud) = ΦΣ

(
Φ−1(u1), . . . , Φ

−1(ud)
)
,

where Φ−1 is the inverse CDF of the standard normal distribution and ΦΣ

is the joint CDF of a multivariate normal with covariance matrix Σ.
New samples are drawn by sampling from N (0, Σ), converting them to uni-

form marginals, and transforming back using the inverse of the empirical CDFs.

Tabular Variational Autoencoder (TVAE): TVAE [16] is a variational
autoencoder (VAE) adapted to tabular data, modeling its latent structure and
generating samples via reparameterization.

The model optimizes the evidence lower bound (ELBO):

log p(x) ≥ Eqϕ(z|x)[log pθ(x|z)]−KL(qϕ(z|x)∥p(z)),
where qϕ(z|x) and pθ(x|z) are the encoder and decoder, respectively, and p(z)

is a standard normal prior. After training, samples are generated by drawing
z ∼ N (0, I) and decoding to the feature space.

Hierarchical Multi-table Synthesizer (HMASynthesizer): The HMASyn-
thesizer [12] is designed for multi-table (relational) data synthesis. It models the
joint distribution over a set of tables by learning their topological dependencies
and synthesizing them hierarchically.

If T1, T2, ..., Tn are relational tables, then:

P (T1, T2, ..., Tn) =

n∏
i=1

P (Ti | parents(Ti)).

For our single-table YouTube data, HMASynthesizer operates in ”flattened”
mode, learning attribute-level dependencies across all rows and columns using
Bayesian networks or copula-based models.

4.2 Evaluation

We assessed model performance using the F1 score, which balances precision and
recall to reflect a classifier’s ability to correctly identify anomalies without over-
predicting them. All evaluations were conducted on a real test set that included
the four withheld anomalous channels alongside a sample of normal channels.
To ensure consistency, we averaged results over ten independent trials.

The F1 score is defined as:

F1 = 2 · Precision · Recall
Precision + Recall

, Precision =
TP

TP + FP
, Recall =

TP

TP + FN

This metric is critical in imbalanced settings, where accuracy alone may be
misleading. F1 provides a more reliable measure of how well models identify rare
anomalous cases.
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As baselines, we include a random classifier (F1 score ≈ 0) and a real-only
classifier trained on the same subset of real channels used to fit the data genera-
tors (excluding the held-out anomalies) (F1 score ≈ 0.2). These serve as reference
points: the random classifier represents a lower bound, while the real-only clas-
sifier offers a benchmark for performance achievable using actual labeled data
without synthetic augmentation.

5 Result and Discussion

Our evaluation reveals several important patterns regarding the interplay be-
tween data synthesizers and downstream classifiers, as shown in Figure 1. Among
the combinations tested, models trained on synthetic data generated by CTGAN
and TVAE exhibited the strongest performance, particularly when paired with
Random Forest classifiers. For instance, CTGAN combined with Random For-
est achieved an F1 score of 0.875, outperforming all other configurations. This
suggests that CTGAN not only models the data distribution effectively but also
preserves decision-relevant structures needed for accurate anomaly classification.
A similar trend was observed with TVAE, which achieved an F1 score of 0.727
under Random Forest, further demonstrating the potential of deep generative
models for augmenting detection in data-scarce environments.

Models trained on data generated by the Gaussian Copula Synthesizer exhib-
ited relatively stable performance across classifiers, although they were slightly
less expressive than CTGAN and TVAE. While Random Forest achieved an F1
score of 0.667 under Gaussian Copula, SVC with an RBF kernel reached 0.750,
suggesting that margin-based classifiers better leverage the statistical structure
captured by the copula than tree-based ones.

The HMASynthesizer yielded more mixed results. While some configurations
achieved moderate F1 scores, others performed poorly—for example, Random
Forest and SVC-Sigmoid achieved F1 scores of only 0.421 and 0.428, respectively.
These inconsistencies suggest that while HMASynthesizer may model hierar-
chical dependencies effectively, it may fall short in preserving localized feature
patterns essential for identifying sparse anomalies.

Across all generators, Random Forest consistently delivered strong results,
highlighting its robustness in handling synthetic feature variability and non-
linear interactions. Logistic Regression and SVC with polynomial kernels per-
formed moderately under Gaussian Copula and TVAE but struggled when trained
on CTGAN and HMA-generated data. In contrast, SVC with a sigmoid kernel
underperformed across all settings, with F1 scores rarely exceeding 0.5—likely
due to its limited flexibility in capturing complex decision boundaries.

A key insight from our experiments is the sensitivity of classification outcomes
to both the choice of synthetic generator and the downstream model. While
CTGAN and TVAE offer strong generative capabilities, their success depends
on the classifier’s ability to extract relevant patterns from synthetic data. More
broadly, our results affirm the viability of synthetic data as a solution to the label
scarcity problem in social media anomaly detection. They also emphasize the
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importance of focusing on threshold-sensitive metrics, such as the F1 score, which
better reflect operational effectiveness in imbalanced and high-stakes settings
than ranking-based alternatives.

Fig. 1. F1 Score of classifiers trained on synthetic data generated by four different
SDV synthesizers. Each cell represents the F1 score of a model trained exclusively on
synthetic samples and evaluated on real hold-out data containing both anomalous and
non-anomalous channels.

6 Conclusion, Limitations, and Future Work

This study demonstrates that synthetic data generation can effectively address
the lack of labeled anomalies in social media research. By training classifiers
solely on synthetic data, we demonstrated that methods such as CTGAN and
TVAE produce samples that support strong anomaly detection performance—especially
when paired with Random Forest classifiers. Our aim was not to identify the best
model, but to highlight how synthetic augmentation can alleviate the low-data
bottleneck.

We acknowledge that further model tuning could enhance the results and that
our current setup does not fully explore multimodal inputs, temporal features,
or distributional shifts between real and synthetic data. Future work will extend
this framework to larger datasets, improve domain adaptation, and explore more
advanced representations for capturing social behavior.
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