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Abstract. This research investigates the trustworthiness of social me-
dia platforms in providing access to reliable information. With millions
relying on social media for timely and accurate information, poor quality
information significantly erodes trust. We examine the interplay between
two key elements of social media platforms that are responsible for con-
tent delivery: the algorithms that dictate content visibility and the ar-
chitectural frameworks that govern how platform components and users
relate to each other, which in turn shapes how users interact and the
content that they see from other users. We develop a simulation model
that evaluates how different classes of social media platforms (as defined
by their algorithms and architectures) handle the spread of information
of varying levels of quality. We find that TikTok shows the fastest and
widest information spread, driven by its highly connected architecture,
while Twitter, Reddit, and Facebook diffuse more slowly. Moreover, algo-
rithmic design further shapes outcomes, with engagement-driven ranking
amplifying virality and producing long-tail popularity effects.
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1 Introduction

The rapid diffusion of information through social media platforms has reshaped
how individuals engage with online content, such as news and public events.
While this connectivity enables collective awareness at unprecedented scale, it
also exposes critical vulnerabilities in the digital information ecosystem. The
design of social media platforms has implications for which information gets am-
plified, potentially eroding trust in legitimate content. These phenomena are not
merely consequences of user behavior, but emerge from the deep entanglement of
two factors. The first factor is the design of the platform — specifically, its “archi-
tecture” — which governs relationships between the platform’s components and



2 Saeed et al.

users’ connections with each other. The architecture, in turn, shapes the affor-
dances of the platforms themselves (e.g., broadcast vs. unicast channels, group
and page structures). The second factor is set of the algorithmic mechanisms
that govern what content is produced, recommended, and reshared.

Our work presents a simulation framework that models information diffusion
as a dynamic, agent-based process shaped by both architectural and algorithmic
constraints. Ultimately, this work seeks to provide a foundation for understand-
ing trustworthy information delivery as a system-level property, one that cannot
be fully understood without accounting for the co-evolution of users, content,
algorithms, and the architectures of the infrastructures that connect them.

2 Related Works

The architecture of a system, meaning the abstract relationships among the
system’s constituent components, imposes both a structural and organizational
logic [19, 18, 3]. Scholars have hypothesized the existence of tradeoffs between the
flexibility of an architecture (how easily a system can accommodate changes to
its configuration imposed by decision makers) and its controllability (how easily
decision makers can impose their will on the system). This in turn shapes how
information diffuses, how users are able to behave (i.e., with whom and what
they can form linkages), and the degree to which interventions to control the
system succeed or fail [7,6]. Across social platforms, recent work reveals that
both architectural constraints and algorithmic choices mediate not just what
spreads, but how, to whom, and with what downstream effects. At a structural
level, Wei et al. [28] draw on Moses’s theory of generic architectures to quantify
verticality and laterality in networks, offering a basis for comparing how differ-
ent architectures govern flow and control. This lens complements Broniatowski
and Moses [7], who introduce formal metrics (e.g., descriptive complexity) that
allow us to evaluate trade-offs across system types (e.g., trees vs. teams) and
later work by Broniatowski [4] shows that blending architectural principles like
decomposition and abstraction yields resilient systems.

However, architectures are not static. Platforms layer algorithms on top of
structural affordances, which reconfigure user exposure and behavior. Zhang
et al. [30] formalize this interaction through the Form-From model, mapping
content and source architectures (threaded vs. flat; networks vs. spaces) and
Li et al. [16] complement this with the Affordances for Discursive Opportuni-
ties (ADO) framework, highlighting how design differences shape activism, what
content is visible, legitimate, or resonant, across Twitter, Reddit, and Facebook.
The work by Smaldino et al. [24] highlights the potential of information architec-
tures (IAs) to reinforce biases or enable prosocial outcome. Similarly, algorithms
are also central to shaping both exposure and experience. A growing body of
work examines how recommender systems and ranking algorithms amplify or
suppress content. Wang et al. [26] show that algorithmic timelines (vs. chrono-
logical ones) on Twitter/X surface more reliable yet less extreme content, albeit
without shifting user perceptions. In contrast, Piccardi et al. [21] find that ex-
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Fig. 1. Architecture for Twitter (left-most), TikTok, Reddit and Facebook (right-most)

posure to polarizing content increases affective hostility and Baumann et al. [2]
identify a trade-off frontier between engagement and content diversity, suggest-
ing algorithmic designs can optimize for both.

Simulation Models. Simulation models have been used by past works to
deepen our understanding of algorithmic and structural interplay. For exam-
ple, recent work [20,12,22] shows how personalization and link recommenda-
tion algorithms fuel echo chambers, reinforcing existing beliefs. Wang et al. [27]
extends the simulation research by revealing how relevance-based link sugges-
tions can unintentionally escalate social conflict. These findings parallel Tokita
et al. [25], who show that information cascades in polarized architectures can
harden ideological boundaries.

Real-world Interventions. Beyond abstract models, real-world interventions
reveal how platform governance and moderation interface with architecture. For
example, Cima et al. [11] evaluated Reddit’s “Great Ban” and found that while
most users reduced toxicity, some became more toxic. Jhaver et al. [15] propose
a multi-level governance model, arguing that decentralization, mirroring poly-
centric governance approaches, may offer scalable moderation without collapsing
into chaos. Platform architecture also mediates public accountability and social
pressure. Forestal et al. [13] compares how online public shaming (OPS) plays out
across Reddit, Twitter, and Wikipedia, finding that closed or nested architectures
produce more deliberative outcomes, while open, flat networks breed spectacle.
Recent work by Broniatowski et al. provides evidence that suggests Facebook’s
moderately flexible (and less controllable) layered structure, and legacy Twit-
ter’s highly flexible (and even less controllable) “network” structure, may have
contributed to challenges with content moderation on each respective platform
during the Coronavirus pandemic [8,9]. Similarly, Van der Linden et al. [17]
critiques the logic of engagement-driven design, showing how algorithmic am-
plification replaces epistemic value with virality, distorting civic and scientific
discourse. Models of misinformation and countermeasures reflect this tension.
Bak-Coleman et al. [1] demonstrate that viral falsehoods cannot be controlled
by single-shot interventions. Ciampaglia et al. [10] and Sasahara et al. [23] show
how seemingly benign algorithmic biases or user actions (like unfollowing) accel-
erate polarization and content degradation. Importantly, Zhou et al. [31] model
real-world diffusion using power-law probabilities and heterogeneous delays, of-
fering a more empirically grounded picture of cascade formation.
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3 Methods

We construct a simulation framework that integrates multiple platform archi-
tectures, algorithms, and agent-level characteristics. Our choice of platform ar-
chitectures deliberately captures the full range of the flexibility - controllability
tradespace, while allowing us to study its interaction with different classes of al-
gorithms in common use. This approach allows for controlled comparisons across
scenarios that mirror real-world platforms such as Facebook, Reddit, Twitter,
and TikTok.

Figure 1 highlights the structure of architectures we represent in our study.
Twitter (or X). As shown in Figure 1, X is a relatively flat social network
architecture organized through a directed follower model. Users follow others to
see their content in a chronologically or algorithmically ordered timeline. Unlike
Reddit, there are no hard community boundaries, and unlike Facebook, there
are fewer multi-entity types. All users exist in a shared space, and content can
traverse widely via retweets. According to Moses’ theory, X is expected to be
flexible but not very controllable compared to most of the platforms in this study
(with the notable exception of TikTok).

TikTok. TikTok operates as a fully-connected user “team” architecture, where
the primary content discovery mechanism is the For You algorithmic feed. Rather
than relying on explicit social ties, TikTok’s architecture assumes latent connec-
tivity, any content from any user can be shown to any other user. This means
that content propagation is not limited by prior relationships but is determined
dynamically by engagement patterns. According to Moses’ theory, TikTok should
be the most flexible and least controllable of the platforms included in this study.
Reddit. Reddit’s architecture roughly resembles a tree-structure, which is orga-
nized into topically bounded communities called subreddits. Users participate
across subreddits (violating the tree structure), but content is localized by de-
sign. According to Moses’ theory, Reddit is likely to be the least flexible and
most controllable of the platforms considered in this study.

Facebook. Facebook exhibits a multi-layered hierarchical architecture. The pri-
mary layers include, users, where individual accounts can produce, share, and
engage with content. Next is groups which is an interest-based collectives where
membership gates access and visibility. Lastly, there are pages (e.g., for brands
or influencers) that broadcast to large audiences. The edges in this system are
not uniform, there are friendships, group memberships, and page subscriptions
each distinct relationship types. According to Moses’ theory, Facebook should be
moderately flexible and moderately controllable compared to the other platforms
considered in this study.

Next, we model several algorithms in our simulations.

LIFO (Last-In, First-Out). The LIFO algorithm prioritizes the most recently
received message. This mechanism emphasizes recency and is often used in real-
time communication platforms (e.g., messaging apps, live updates).

FIFO (First-In, First-Out). FIFO implementation prioritizes older messages.
While rarely used in mainstream platforms due to poor engagement, FIFO pro-
vides an additional mechanism for validating the simulations.
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Random. A message is selected uniformly at random from the available set.
This algorithm models environments with no prioritization or learning. While
impractical in real-world interfaces, random selection is a control condition for
our experiments to assess the influence of other algorithm designs.

Hot. The “hot” algorithm ranks and selects the message with the highest number
of reshares, approximating a dynamic popularity score, making popular messages
dominate the feed.

Like-Based. This algorithm selects the message with the most likes, reflecting
the crowd’s cumulative approval rather than engagement velocity.

3.1 Agent Specifications

Each agent is defined by the agent_id, a unique identifier assigned to the agent
and the network layer which the agent belongs. Agents possess the ability to
produce new messages, if they are a producer (e.g., a user can produce new
messages but a subreddit cannot) and they can be a resharer, i.e., indicating
whether the agent can reshare content received from others. Additionally, agents
manage content flow through two main queues, an input_queue storing messages
received from other agents and an output_queue containing messages the agent
has prepared to distribute.

Users have a decision-making process that is governed by the following traits:

— quality_preference € [—1,1]: A scalar reflecting the agent’s orientation
toward factual content. This value is sampled from a specified random dis-
tribution.

— reward_sensitivity and meaning_seeking: These are independently drawn
from triangular distributions with range [0, 1], reflecting an agent’s motiva-
tion to seek engagement (reward) and interpretive depth (meaning).

— share_tendency: Defined as the norm of the inverted motivational vec-

tor: A = [1 —a;, 1 — ag]", where a; = reward_sensitivity and ay =
meaning_seeking.
It is calculated as share_tendency = ||Al|2 = \/(1 —a1)? + (1 — az)2. This
norm captures the agent’s overall inclination to share content, where lower
motivational alignment (i.e., values of a; and ay closer to one) leads to a
higher tendency to share.

— liking_behavior: In each cycle, agents like a message based on a 1ike_score =

(1 — quality_preference) X clickbaitiness + quality_preference X
informativeness. The like score balances attention between clickbait and
informative content. Agents with high fact checking (closer to 1) prioritize
informativeness, while those with low fact checking (closer to 0) are more
influenced by clickbait.

Message Representation. Each message is represented as a two-dimensional
vector Mk = (mk;,mks), where mk; € [0,1] denotes the clickbaitiness or
motivational valence, indicating how attention-grabbing the message is, and
mks € [0, 1] captures the illuminating quality, reflecting how meaningful or in-
sightful the message is.



6 Saeed et al.

Additionally, each message is associated with a scalar misleading/informative
score € {—1,0,1} where —1 is misleading, 0 is neutral and 1 informative (and
factual).

The pair (mk;, mko) is sampled from a triangular distribution to model
skewed preferences, such as most messages being moderately engaging but not
highly insightful and is used to calculate a message magnitude, which is de-

fined as |Mk|| = 1/mk? + mk2, providing a combined measure of the message’s
overall strength.

Simulation. We implement a message-passing simulator over a graph G of
agents (nodes) and connections (edges). At each discrete timestep, a random
agent is selected to act. An agent may produce a new message with probability
Dpost, OF attempt to reshare with probability prespare. For reshares, candidate
messages are drawn from the agent’s input queue and filtered by credibility
(informativeness above the agent’s quality preference) and share tendency (min-
imum message magnitude). If viable messages remain, one is chosen at random
and forwarded. Message delivery is determined by edge type: broadcast edges
deliver to all neighbors, while unicast edges deliver to a single randomly chosen
neighbor. Additionally, global broadcasting can occur at fixed intervals, where
all messages from designated broadcasters are pushed to their neighbors. The
simulation records network-level outcomes such as message reach, popularity
distributions, and persistence, enabling analysis of diffusion under varying algo-
rithmic and architectural conditions.

4 Results

We selected key simulation parameters based on prior works to ensure realistic
and representative dynamics. The post probability was set to 0.45, reflecting
observed activity rates in Twitter diffusion networks [29]. The reshare probability
was set to 0.25, consistent with reshare behaviors reported in [23]. The queue size,
representing an agent’s screen or attention span, was set to 10, aligning with the
default screen size used in [23]. For network structures, we adopted the scale used
to simulate Twitter user-user graphs, consisting of approximately 100,000 users
and 3 million edges [29], and applied a similar structure to Facebook’s user-user
network. For group interactions, we followed the scale of Reddit’s user-subreddit
networks reported in [14], which include over 1.5 million users and 416 subreddits,
and used comparable settings for Facebook’s user-group network. Facebook’s
user-page edges were based on data from [5], involving approximately 1.4 million
users and 303 pages, and this structure also informed the modeling of page-group
connections. For TikTok, we modeled the network as a fully connected graph,
where each user is connected to every other user, resulting in (n x (n — 1)) edges
for a network of n users.

We ran our experiments with 10,000 users over 30,000 timesteps. As shown
in Figure 2, for each combination of network architecture and algorithm, we
plot the Complementary Cumulative Distribution Function (CCDF) of message
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Fig. 2. CCDF vs Message Popularity for Architecture and Algorithms

popularity. The CCDF shows the probability that a message achieves a popu-
larity greater than or equal to a given value, making it useful for analyzing the
presence and extent of heavy-tailed distributions, where few messages go viral
while most remain relatively unseen. Across platforms, we observe that Twitter
was the least affected by algorithmic changes, while TikTok was the most sensi-
tive, with algorithmic selection strongly dominating message spread. Reddit and
Facebook show moderate sensitivity to algorithmic variation. The algorithmic
conditions we tested include: LIFO (Last-In-First-Out) exhibited a relatively
standard flow of information, while Random served as a control condition. FIFO
(First-In-First-Out) created forced virality, where early messages continued to
circulate through user queues, resulting in a pronounced long tail in the CCDF
of message popularity. In contrast, Hot and Most-Liked algorithms, which are
engagement-driven, tended to reinforce the spread of already popular messages,
also producing longer tails as certain messages gained disproportionate reach
and became viral.

Information Spread. Next, we examine the mean number of reshares over
time to assess the dynamics of information spread across platforms. As shown in
Figure 3, we find that Twitter, Reddit, and Facebook exhibit comparable levels
of information diffusion, with similar average reshare rates throughout the sim-
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Fig. 3. Mean Reshares of Messages over Time

ulation. In contrast, TikTok consistently demonstrates the highest information
spread, indicating a platform dynamic where algorithmic amplification and dense
connectivity significantly accelerate the propagation of messages. This suggests
that on TikTok, content can more easily achieve broad visibility, likely due to
its fully connected structure and stronger algorithmic influence.

5 Discussion

Our findings collectively highlight that both the structural architecture of a plat-
form and the algorithms it employs are critical in shaping how information flows,
persists, and evolves. Engagement-optimized algorithms (e.g., “hot” ranking) in-
herently prioritize content that garners rapid information diffusion. This leads to
the selective virality of messages that spreads disproportionately fast, irrespec-
tive of its factual grounding. Consequently, engagement algorithms function not
merely as amplifiers of interest, but as filters that concentrate attention on a nar-
row subset of the available discourse, and could potentially reinforce confirmation
biases or novelty-seeking behaviors. Platforms with minimal community-bound
structure, such as TikTok, enable information to traverse rapidly. The lack of
bounded communities contributes to ephemeral virality, where content goes viral
quickly but can also disappear from relevance just as fast, reducing opportunities
for deeper deliberation or sustained information verification.

6 Conclusion

Our work demonstrates that the flow of information in social media platforms is
closely tied to the interplay between their architectural design and algorithmic
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choices. We find that engagement-driven algorithms, coupled with loosely struc-
tured architectures can lead to rapid information diffusion often at the expense of
reliability and critical evaluation. By contrast, platform designs that encourage
more structured interactions may better support sustained deliberation and ver-
ification. These insights underscore the need for deliberate design interventions
that balance engagement with reliability, ensuring that social media ecosystems
promote trustworthy information exchange.
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